
3GPP TSG-SA5 Meeting #155 DOCPROPERTY  MtgTitle  \* MERGEFORMAT 
S5-243112
27 - 31 May 2024, Jeju, South Korea
Source:
Nokia, ZTE, NEC
Title:
Rel-19 pCR TR28.9xx AIML energy consumption dependencies
Document for:
Approval
Agenda Item:
6.19.1
1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
3GPP TR 28.908-018 “Study on Artificial Intelligence/Machine Learning (AI/ ML) management”.

[2] 



3GPP TR 28.9xx-00 “Study on Artificial Intelligence/Machine Learning (AI/ ML) Lifecycle Management (LCM) Phase 2”. 

3
Rationale
For any AI/ML use case, the  operator’s ultimate objective is to estimate the most energy efficient setup for running a certain AI/ML use case, while achieving an acceptable ML performance. The management systems should provide information on the trade off between energy consumption and performance as well as provide means to configure strategies for optimizing this trade off. This pCR is to add the UC on ML model energy consumption dependencies to other ML aspects such as performance or execution environment. 

4
Detailed proposal
	Start of modification


5.1
Management Capabilities for ML training

5.1.Y 
Sustainable AI/ML
5. 1.Y.1
Description
The energy consumption in the ML training step depends on several factors such as the training execution environment, complexity of the ML model, expected ML model performance, etc. There are several approaches to reduce energy consumption during ML model training such as quantization, pruning, etc., that may be leveraged to reduce energy consumption. In most of the cases, applying a particular approach to reduce ML model energy consumption has a direct impact on the overall ML model performance. 
5. 1.Y.2 
Use cases

5. 1.Y.2.X
ML training energy consumption dependencies 
The energy consumption in the ML training step is influenced by factors such as the training execution environment,  ML model complexity (e.g., the number of layers, number of parameters and/or their size) and expected ML model performance. The goal for an MnS producer is to identify the most energy-efficient setup for training a specific ML model that can also meet the expected ML model performance. The management system should determine and provide insights into the trade-off between the energy consumption for ML model training and achievable ML model performance to the MnS Consumer. Should the dependencies diverge from the MnS Consumer’s needs, it is essential for the MnS consumer to specify whether reduced energy consumption or enhanced ML model performance takes precedence.
5. 1.Y.3
Potential requirements

REQ-ML_ENER-CON-1: The 3GPP management system shall have a capability for an authorized MnS consumer to request and receive the dependencies between ML energy consumption in relation to other ML aspects such as model performance, model complexity, and the execution environment in the training step.
REQ-ML_ENER-CON-2: The 3GPP management system shall have a capability for an authorized MnS consumer to indicate the precendence between ML energy consumption and ML model performance in the ML training step.
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