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1
Decision/action requested

The group is asked to discuss and approval.
2
References

[1]
3GPP TR 28.858: " Study on Artificial Intelligence / Machine Learning (AI/ML) management Phase 2"
3
Rationale

In last SA5 meeting in Jeju, the Pre-training use case is agreed. Therefore, this contribution proposes to add potential solution for pre-training.
4
Detailed proposal

	1st Change


5.1.2 
ML pre-training

5.1.2.1 
Description

A pre-training is an ML model training for training an ML model with domain related dataset that covers more than one type of inference. For example, an ML model could be pre-trained with the dataset from SLS analysis capability group covering types of inference including ServiceExperienceAnalysis, NetworkSliceThroughputAnalysis, NetworkSliceTrafficAnalysis, NetworkSliceLoadAnalysis and E2ElatencyAnalysis [see TS 28.104 [3]].

The pre-training is not aimed to support a specific aIMLInferenceName but focuses on commonality in use cases. 

ML Model training process defined in TS 28.105 covers pre-training.

5.1.2.2
Use cases

5.1.2.2.1

Consumer requested ML pre-training

The pre-training type follows the common procedure of ML training, however the information in training request is different. 

5.1.2.3
Potential requirements

REQ-ML_ TRAIN -MLPT-1: The ML training MnS producer shall have a capability to enable an authorized consumer to request a pre-training of an ML model.

Editor note: It is for further discussion if the same requirements in existing TS 28.105 Table 6.2a.1.3-1 related to training function also applies for pre-training.
5.1.2.4
Possible solutions

5.1.2.4.1
Possible solution #1
The exsting MLModel IOC can be enhanced to support pre-training.

Enhancement Aspect:  Currently, the allowed values of aIMLInferenceName includes the values of the MDA type, Analytics ID(s) of NWDAF, types of inference for RAN, and vendor’s specific extensions. The allowed values of aIMLInferenceName can be extended to include “Pre-training Model”, which indicates that the ML model is a pre-training Model.
5.1.2.4.1
Possible solution #2
The exsting MLModel IOC and MLTrainingRequest IOC can be enhanced to support pre-traning.

Enhancement Aspect 1:  Since the pre-training is not aimed to support a specific inference capability but focuses on commonality in use cases, it’s proposed to introduce a new “mModelCardInfo” <<dataType>>.The attributes within the ModelCardInfo <<datatype>> should consider the additional information brought by ML pre-training learning methods than intial training and re-training. In pareller, a new attribute ModelCard could be added into MLModel IOC with the type of ModelCardInfo, which includes following attributes:

· Developers, may list (and ideally link to) the resource who pre-trained the ML model and version. This would be helpful for ML model developers to track the history information which an ML model probably has been trained by various learning methods or MLT functions.
· ModelType, may indicate LearningMethod (e.g. Supervised Learning), MLTrainingType (e.g. initial trained, pre-trained.), Modality (e.g. texts, intend reports, structured data, etc.). The introducing of pre-training and other learning methods makes the difficulty to manage the ML Model version. Therefore, more information like ModelType is needed for producer or consumer to better understand the background of the ML model while an ML model performance get degradation.
· License, may include the license information indicating the term of validity of the pre-trained ML Model.
· 
· PotentialAIMLCapabilities, may include a list of supported aIMLInferenceName that could be supported and a new value for pre-trained ML model, which may indicate a set of type of inference or a domain, etc.
· DirectUse, should explain how the ML model can be used without fine-tuning. 

· DownstreamUse, may explain how the ML model can be used when fine-tuned for a task or when plugged into a NF or MF.
· UnexpectedUse, may list how the model may foreseeably be misused (used in a way it will not work for) and address what users ought not do with the model.
· TrainingDetails, may indicate the Throughput (i.e. the workload for an MLT function to train such model, which would help the producer or consumer decide when/whether to start to pre-train a model), StarEndTime (i.e. the start and end time for training an ML model, which would provide the reference for history track, learning method choice and training period selection, etc.).
· MLModelTrainingHistory, a list which would indicate the training history of an ML model including the sequence of an ML model training processes. This would be helpful for the producer and consumer to track the iteration of the current ML model for improvement, e.g., the producer or consumer would make the choice to re-train, incremental pre-train or fine-tune an ML model when the performance gets degradation.

Besides, change the support qualifier of “aIMLInferenceName” to CM, where the condition is that the ML Model is not a pre-training ML Model.

Enhancement Aspect 2:  Since the exsting MLTrainingRequest IOC cannot support consumer requested ML pre-training, following enchanchent can be considered.

· 
· 
· Introduce a new allowed value for exsting aIMLInferenceName which only applies to request an ML pre-training. 
	End of changes


