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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
3GPP TR 28.908-018 “Study on Artificial Intelligence/Machine Learning (AI/ ML) management”.

[2] 


3GPP TR 28.9xx-00 “Study on Artificial Intelligence/Machine Learning (AI/ ML) Lifecycle Management (LCM) Phase 2”.
3
Rationale

ML fine-tuning refers to train an ML model not from scratch by only training a small set of parameters which might be a subset of the existing model parameters or a set of newly added parameters. The ML model would be trained in a very efficient way and applied to specific tasks.
4
Detailed proposal

	Start of modification


5
Use cases, potential requirements and possible solutions

5.1
Management Capabilities for ML training 

5.1.X 
ML fine-tuning
5.1.X.1 
Description
ML fine-tuning refers to training an already trained ML model (e.g. a pre-trained ML model) with a changed scope. 
Re-training of an ML Model is not based on a specific type of inference, while fine-tuning of a pre-trained model means that the ML model will be trained with focus on some specific types of inference.
ML Model training process defined in TS 28.105 covers ML fine-tuning.

5.1.X.2
Use cases

5.1.X.2.1

ML fine-tuning for a pre-trained ML model
An ML model can be trained by dataset that covers more than one type of inference, which the pre-trained model could cover. The pre-trained model can be fine-tuned for specific types of inference by the producer. 
NOTE: It is for FFS whether fine-tuning process could be applied for the same producer who pre-trained the model or for another producer. 
5.1.X.3
Potential requirements

REQ-ML_ TRAIN-MLFT-1: The ML training MnS producer shall have a capability to enable an authorized consumer to request the fine-tuning of a pre-trained ML model.
Editor note: It is for further discussion if the same requirements in existing TS 28.105 Table 6.2a.1.3-1 related to training function also applies for fine-tuning.
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