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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1]

3GPP TR 28.858 v0.1.0: Study on Artificial Intelligence / Machine Learning (AI/ML) management Phase 2 
[2]

SP-240965: Revised SID: Study on AI/ML management phase 2
3
Rationale

Amongst other study objectives in [2], WT-5 addresses the issue of the sustainability of AI/ML:

“

WT-5. 
Study the sustainability aspect of AI/ML, including

WT-5.1
Evaluation of energy consumption/efficiency impacts associated with AI/ML solutions for all operational phases (training, emulation, deployment, inference).
”.
This contribution proposes to introduce statements about the sustainability of AI/ML in TR 28.858 [1].
4
Detailed proposal

This document proposes the following changes in TR 28.858 [1].

	1st Change


4
Concepts and overview
4.X
Energy consumption of AI/ML
The energy consumption of AI/ML is to be considered according to various aspects, including:
- the multiplicative aspect: which depends on which phase of the AI/ML model is considered (ML model training, ML model testing, AI/ML inference emulation, ML model deployment, AI/ML inference). For instance, AI/ML inference has a repetitive nature whereas ML model training may be performed only once (though some re-training may be necessary). This multiplicative aspect can be measured by the number of (inference) cycles in each phase;
- the dataset volume: ML model training typically required large sets of data to be collected, stored and processed, compared to AI/ML inference treating smaller data volumes. Dataset volumes can be estimated by the number of entries in the dataset (e.g. the number of gNBs) multiplied by the number of parameters which characterize each entry (e.g. the number of parameters collected per gNB). Dataset volumes are considerably larger during the ML model training phase than during the AI/ML inference phase;
- the computational complexity of each cycle, which can be measured by the number of operations (e.g. floating-point operations) performed during each cycle, which may vary depending on the AI/ML model complexity and software performance;

- the performance of the hardware platform on which each phase of the AI/ML model lifecycle is performed, depending on the hardware type (e.g. GPUs vs. CPUs), performance and dimensioning.

	Next Change


5.1.7 
Sustainable AI/ML

5.1.7.1 
Description 

Sustainable AI/ML aims to reduce energy usage in the ML model training step. It is important to investigate effective methods for evaluating AI/ML energy consumption and efficiency for ML model training which will aid in decreasing energy consumption, enhancing energy efficiency, and promoting sustainable development of AI/ML in 5G systems.
5.1.7.2
Use cases

5.1.7.2.1         AI/ML energy consumption evaluation and reporting for ML model training

AI/ML energy consumption is a significant concern, especially as ML models become more complex and data-intensive. The ML model training is typically the most energy-intensive part since it involves processing large datasets and performing numerous calculations to adjust the ML model parameters. 

The MnS consumer may have concern on the energy consumption for ML model training and the MnS Producer should report the related information. MnS Consumer may ask the MnS Producer to report the energy consumption of training each ML model. To satisfy such query request from the MnS consumer, methods should be investigated to measure AIML energy consumption. Then, MnS Consumer can use the energy consumption information and compare with the network performance gain due to ML model to evaluate the total benefit of using the Ml model.
Note: the granularity for energy consumption of ML model training is FFS.
With regard to the different AI/ML energy consumption aspects listed in clause 4.X, ML model training is characterized by:
- low number of cycles, which is a factor to keep energy consumption low
- large datasets, which is a factor to increase energy consumption
- hardware platform generally having high computing capabilities, which may be a factor to increase energy consumption.
	End of changes
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