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1
Decision/action requested

The group is asked to discuss and approval.
2
References

[1]
3GPP TR 28.858: " Study on Artificial Intelligence / Machine Learning (AI/ML) management Phase 2"
3
Rationale

In last SA5 meeting in Jeju, the sustainable AIML use case is agreed. Therefore, this contribution proposes to add potential solutions for AI/ML energy consumption evaluation and reporting for ML model training.
4
Detailed proposal

	1st Change


5.1.7 
Sustainable AI/ML

5.1.7.1 
Description 

Sustainable AI/ML aims to reduce energy usage in the ML model training step. It is important to investigate effective methods for evaluating AI/ML energy consumption and efficiency for ML model training which will aid in decreasing energy consumption, enhancing energy efficiency, and promoting sustainable development of AI/ML in 5G systems.
5.1.7.2
Use cases

5.1.7.2.1         AI/ML energy consumption evaluation and reporting for ML model training

AI/ML energy consumption is a significant concern, especially as ML models become more complex and data-intensive. The ML model training is typically the most energy-intensive part since it involves processing large datasets and performing numerous calculations to adjust the ML model parameters. 

The MnS consumer may have concern on the energy consumption for ML model training and the MnS Producer should report the related information. MnS Consumer may ask the MnS Producer to report the energy consumption of training each ML model. To satisfy such query request from the MnS consumer, methods should be investigated to measure AIML energy consumption. Then, MnS Consumer can use the energy consumption related information and compare with the network performance gain due to ML model to evaluate the total benefit of using the Ml model.
Note: the granularity for energy consumption of ML model training is FFS.

5.1.7.3
Potential Requirements
REQ-Energy_MGT-01: The MLT MnS producer should have a capability to allow an authorized consumer to query information that may have impact on energy consumption for training each ML model.
REQ-Energy_MGT-02: The MLT MnS producer should have a capability to report information that may have impact on energy consumption for training each ML model.
5.1.7.4
Possible solutions
5.1.7.4.1
Possible solution #1



The relationship between energy consumption and training data volume in machine learning (ML) is a critical consideration for sustainable AI/ML. 
This contribution proposes to introduce a new datatype to represent the metrics that may have impact on energy consumption. The enhancement is as follows:
Enhancement on MLModel IOC:  Introduce  EnergyConsumptionRelatedInfo <<dataType>> as an attribute of the MLModel IOC, which includes following attributes:

· TrainingDataVolumes, indicates the amount of data used for ML Model training.
· 
· 
Enhancement on MLTrainingReport IOC:  Introduce EnergyConsumptionRelatedInfo <<dataType>> as an attribute of the MLTrainingReport IOC.
· TrainingDataVolumes, indicates the amount of data used for ML Model training.
	End of changes


