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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 



3GPP TR 28.858 “Study on Artificial Intelligence / Machine Learning (AI/ML) management Phase 2”. 
3
Rationale
This pCR is to add the evaluation for training data statistical properties use case for which the solution was agreed in SA5#155 meeting.
4
Detailed proposal
	Start of modification


5
AI/ML management use cases and requirements

5.1
ML model training
5.1.4
ML training data statistics

5.1.4.1
Description 
During ML training, it is important to ensure that training data is as uniform and representative as possible, and outliers are handled appropriately during the data preprocessing so as to train robust ML models that do not require frequent re-training. 
5.1.4.2


Use Cases
5.1.4.2.1

Training data statistical properties for ML training

Non-uniform distribution of training data can significantly degrade the performance of trained ML models. The ML model may learn and reflect this non-uniformity, rather than the true underlying patterns in the data. This could lead to inaccurate predictions when the ML model is deployed for inference. Furthermore, an ML model trained on non-uniform data may not generalize well to new unseen data, as the training data might not accurately represent the full range of possible inputs the ML model may encounter during inference. This can limit the usefulness of the ML model.

Similarly, outliers in training data can significantly degrade the performance of trained ML model. ML models learn to make predictions based on the patterns they identify in the training data. Outliers can skew these patterns and lead to an ML model that is biased towards these extreme values, rather than accurately reflecting the majority of the data.
Therefore, it is crucial to ensure that training data is as uniform and representative as possible, and outliers are handled appropriately during the data preprocessing so as to train robust ML models that do not require frequent re-training. 

5.1.4.3
Potential requirements

REQ-DATA-STAT-1: The 3GPP management system should enable an authorized consumer to provide information on the training dataset distribution that the ML Training MnS producer should take into account for training an ML model. 

REQ-DATA-STAT-2: The 3GPP management system should enable an authorized consumer to provide information on the usage of outliers in the training dataset that the ML Training MnS producer should take into account for training an ML model.

5.1.4.4
Possible solutions

1) Introduce a new attribute of type, e.g., datasetStatisticalProperties, in the MLTrainingRequest IoC requested by an authorized MnS Consumer to the ML Training MnS Producer. This information influences the training data selection mechanisms to be used for training an ML model, assuring that the trained ML model reflects the statistical characteristics of the data that are relevant for the aIMLinferenceName. The proposed datasetStatisticalProperties datatype may include the following two attributes: 

· UniformlyDistributedTrainingData - It indicates the need for using training data that are uniformly distributed according to the different aspects of the aIMLinferenceName. The attribute is of type Boolean. For e.g., in case of coverage problem analytics, data samples for gNBs belonging to each geographical location area needs to be uniformly distributed for the ML model to correctly determine in which geographical location areas the coverage problem occurred during inference. 

· TrainingDataWithOrWithoutOutliers – It indicates that the training data samples should consider or disregard data samples that are at the extreme boundaries of the value range. The attribute is of type Boolean. For e.g., in case of coverage problem analytics, if there are only say few training data samples belonging to a particular geographical location, they may be considered as outliers w.r.t. the other training data samples.  
5.1.4.5



Evaluation
The solution described in clause 5.1.4.4 proposes the addition of two new attributes to the MLTrainingRequest IoC to enable the MnS consumer to indicate the training data statistical properties allowed to be used by the MnS producer for training an ML model. Therefore, the solution described in clause 5.1.4.4 is a feasible solution to be developed further in the normative specifications.
	End of modifications


