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1	Decision/action requested
In this box give a very clear / short /concise statement of what is wanted.
2	References
None
3	Rationale
This provides the new use case of MDAS.

4	Detailed proposal

	First Change



[bookmark: clause4]5.x			Edge Network topology mapping
5.x.1		Description
This use case assumes that the 5GC nodes are deployed on the edge of the network to provide better and reliable services to the end users. With edge network deployment, we can guarantee the latency and reliability for critical applications such as factory automation, automation vehicles, remote control and virtual/augmented reality. The 5G Core (5GC) networks are witnessing a tremendous increase in Control Plane (CP) signalling traffic due to Service Based Architecture. The 5GC deploys a Cloud Native Load Balancer (CNLB) to load balance CP signals between 5GC Network Functions (NFs) in a cloud-based environment. However, existing CNLB deploys simple scheduling (Round Robin, Least Connection, etc.) for load balancing and cannot address diverse needs of Ultra-Reliable Low Latency Communications (URLLC) services like latency, reliability, etc., in an energy constrained 5G Network. The delay in Control Plane (CP) and User Plane (UP) setup contributes to integral part of the end-to-end (E2E) delay. Further, any loss in CP and UP will inadvertently incur poor end user application experience.
As depicted in the following figure multiple instances of the 5GC nodes must be deployed on the edge network to mitigate the load. Connecting the specific instances of 5GC nodes would result in better latency and reliability of CP and UP traffic. The best possible connection in the following deployment may be AMF1 -> SMF-3 -> UPF-2.
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This use case proposes management system to address both latency and reliability based on heuristics on communication transmission and compute capability. Analytics capabilities can be deployed to study the CP and UP path for latency and reliability and choose the best available path to deploying critical applications. The analytics from MDAS can be used to decide on the best possible CP and UP path.

5.x.2		Potential Requirements
REQ-FUN-EdgePM-01 It should be possible for MDA analytics to predict the best possible edge network topology (i.e connection between particular instances of the nodes having multiple instances) in terms of optimal reliability and latency.
5.x.3	Potential solutions
The solution involves performing heuristics learnings on measurement data related with RTT and Packet Loss on various interfaces including N3 (gNB UPF), N4 (SMF UPF), N10 (SMF  UDM), N11(AMF SMF) and N7 (SMF  PCF). Thereafter, deploying AI/ML Time Series Methods (ARIMA/Holt-Winter) to analyse the above parameters and subsequently chooses the best path between different instances of NFs. The analytics will provide projected RTT and Packet Loss information, as peer information, for each related interface. Based on the peer information the best possible connect can be decided.
The solution proposes a new MDA type for edge network topology mapping.
The analytics scope of this MDA type would indicate the following:
1. The DNs of the interface (EP_N3, EP_N11) for which the peer information is requested.
The enabling data for this MDA type would include the following:
1. The average round-trip delay on a N3 interface of this gNB on PDU Session Anchor (PSA) for available instances of core UPF. This measurement is split into sub-counters per DSCP (Differentiated Services Code Point). See clause 5.4 of TS 28.552.
2. Number of GTP data packets of this gNB which are not successfully received at UPF. See clause 5.4 of TS 28.552.
3. Number of GTP data packets of this gNB which are not successfully received at gNB over N3. See clause 5.4 of TS 28.552
The analytics output for this MDA type would include the following:
1. Interface Type: The DN of the related interface.
2. Reliability: The projected reliability of the interface
3. Peer Information: The peer formation will include the following:
a. Peer Identifier: It provide the DN on the network function hosting the remoteAddress.
b. RTT: The projected round trip time for the peer.
c. Packet Loss: The projected packet loss estimation for the peer.
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