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1
Decision/action requested

The group is asked to discuss and approve.
2
References

[1]
S5-242912 pCR TR 28.9xy Add use case for management of Federated Learning
3
Rationale

This contribution is to add possible solutions for the use case of management of Federated Learning as described in [1].
4
Detailed proposal

It proposes to make the following changes to TR 28.9xy or AI/ML management phase 2.
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2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[x]
3GPP TR 28.105: "Management and orchestration; Artificial Intelligence/ Machine Learning (AI/ML) management".
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5.x.1
Management of Federated Learning
5.x.1.4
Possible solutions

This solution uses the instances of following IOCs for interaction between ML Training MnS producer and consumer to support the management of Federated Learning.

1)
The IOC MLTrainingFunction (see TS 28.105 [x]) extended with the following attributes:

-
the role for FL, which indicates the FL role (FL server or FL client) for each type of ML model (identified by ML model Id) for which the ML Training function participates into the ML training.

 2)
A new IOC (e.g., named as FLRequirements) representing the FL requirements contained by MLTrainingFunction (see TS 28.105 [x]). This IOC contains the following attributes:

-
FL client selection requirements for each type of ML model (identified by ML model Id) for which the ML training function acts as the FL server. The requirements could be minimal available data samples, minimal training performance score of the interim local ML model running on the local training data samples on the FL client.


[image: image1.emf]«InformationObjectClass»

MLTrainingFunction

*

<<names>>

«InformationObjectClass»

FLRequirements

1


Figure 5.x.1-1: Example of NRM fragment for FL requirements

3)
The IOC MLTrainingReport (see TS 28.105 [x]) extended with the following attributes:

-
FL result, including the participating FL clients and the performance score of the final global ML model running on the local training data set on each FL client.

And the attributes modelPerformanceTraining, modelPerformanceValidation, and dataRatioTrainingAndValidation are clarified to only represent the values of running the final global ML model on the local training data set on the ML training function acting as FL server. 
5.x.1.5
Evaluation

The solution described in clause 5.x.1.4 reuses the existing provisioning MnS operations and notifications in combination with extensions of NRMs for ML training MnS in 3GPP TS 28.105 [x] to support management of FL. The extensions are specific to FL and have no impact to other learning methods. 

Therefore, the solution described in clause 5.x.1.4 is a feasible solution.
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