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1. Introduction
XR clients rely on split rendering, which divides the rendering process into pre-rendering and post-rendering, or even more stages. Split rendering may be necessary for power-constrained or computationally limited devices, but it can also be used on other devices. The decision to use split rendering depends on various factors, including the round-trip latency between the renderer and the lightweight End Device. 
In this technical proposal, an immersive audio split rendering pipeline is presented, as well as an IR format. This combined solution meets the functional requirement of ISAR described in TR 26.865[2], as well as novel features such as:
· connectionless transmission of IR, to reduce IR transmission latency.
· support 6DoF sound field as IR, so that motion-to-sound latency could be further reduced for more capable lightweight UE.
2. Scope
The present document identifies a rendering solution associated with split rendering scenarios for immersive audio. It covers:
· An immersive audio split rendering pipeline 
· A Hierarchical sound field data structure that serves as an IR 
3. References
· The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
· For a specific reference, subsequent revisions do not apply.
· For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
1. 3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
2. 3GPP TR 26.865: "Immersive Audio for Split Rendering Scenarios; Requirements"
3. 3GPP TS 26.249: "Immersive Audio for Split Rendering Scenarios"
4. Terms and abbreviations
4.1 Terms
For the purposes of the present document, the terms given in TR 21.905 [1], TR 26.865 [2], and TS 26.249 [3] apply.
4.2 Abbreviations
For the purposes of the present document, the abbreviations given in TR 21.905 [1], TR 26.865 [2], TS 26.249 [3], and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1], TR 26.865 [2], and TS 26.249 [3].
HSR: Hierarchical Sound field Representation
5. Technical problems to be solved 

A suitable IR is the key to a successful immersive audio split rendering system. However, there hasn't been any format specified for IR, resulting in two issues:
· It is impossible to ensure that IR can be received and processed by downstream rendering stages.
· Rendering stages cannot inform the outside world of the format of its IR output.
To solve this problem, an IR needs the following features:
· It supports connectionless networking, which could ensure low-transmission latency and low-bandwidth consumption.
· It has versatile data structure, so that adopters of this standard can easily hit proper balance between transmission latency immunity and low bit rate based on their product definition.
· It has low data overhead when used to represent conventional sound field representation like multichannel or Ambisonics signals.
· Good forward and backward compatibility, which help modularize the hardware and software in multiple stages of immersive audio split rendering.
Our Hierarchical Sound Field Representation (HSR) can be used as IR in various immersive audio split rendering scenarios.
To form a complete technical solution, a split rendering pipeline that uses HSR as IR needs to be defined as well.
6. Proposal
6.1 Hierarchical Sound Field Representation
We propose a novel sound-field representation format: Hierarchical Sound-field Representation (HSR). An HSR has the following features:
· An HSR clearly defines its supported degree of freedom (DoF), which specifies the DoF of listener movements can be used to query sound field information without using data from other HSRs or other sources.
· An HSR of given DoF can be hierarchically constructed with one or more children HSRs which carries part of the sound field information of their parent HSR. Each HSR can have multiple children HSRs but can only have one parent HSR.
· Each HSR carries its metadata along with its audio stream. Metadata can be transmitted once or being transmitted every data packet.
6.1.1 Metadata
Metadata of an HSR is constructed by a hierarchy of HSR metadata nodes, each containing descriptive information of the sound field represented by this node. Each HSR node can have children HSR nodes, which have lower DoF than their parent. HSR metadata can be used by downstream immersive audio split rendering stages to select suitable rendering algorithms that transform input HSR format to output HSR format. The structure of an example HSR hierarchy is shown in Figure 1. 
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Figure 1. Structure of HSR Metadata
6.1.2 HSR Audio Data
The HSR audio data contains raw data of the HSR, which is a channel-wise concatenation of all HSRs in the transmitted HSR Hierarchy. HSR audio data can be arranged in interleaved or planar manner.
6.1.3 Data compression
For metadata, loss-less compression such as Hoffman encoding should be used; for multi-channel audio data, any audio compression method can be used.
6.1.4 Data transmission
Metadata can be transmitted each N HSR packet, N >= 1; or it can be transmitted only when connection between rendering stages is established. The multi-channel audio data is transmitted in each HSR packet.
6.2 Split Rendering Pipeline using HSR

We define a brief split rendering pipeline in Figure 4, which illustrates how to build a versatile immersive audio split rendering system using HSR as IR. For one stage in immersive audio split rendering pipeline, our rendering pipeline can be defined as the following steps:
· Rendering algorithm selection: The metadata included in input HSR stream and output HSR format helps the downstream renderor to identify the structure of sound field. 
· The downstream renderor loads the appropriate rendering algorithm from algorithm database. 
· If the downstream renderor implementation doesn't support this HSR structure, a default Downmix / Mute operator can be loaded as a last resort, and an optional exception message can be sent to local logger as well as to upstream renderor.
· Renderor: Processes the input HSR from upstream using selected rendering algorithm and current listener pose.
· Listener Pose (Optional): Current listener position and orientation is sent to local as well as upstream renderors.
· Exceptions and Logs (Optional): Each renderor can output logs or exceptions to upstream renderors, in which their compatibility to their input HSR is reported. The upstream renderors can then adjust their output HSR format accordingly.
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Figure 2. Immersive Audio Split Rendering Pipeline using HSR as IR
7. Examples

7.1 Rendering Pipeline with 0DoF HSR IR

7.1.1 Single-perspective Binaural
An embodiment of a 0DoF HSR that contains single-perspective binaural audio can be as follows:
	Metadata
	Multi-channel Data Stream

	[image: image3.png]* Sample Rate: 44.1kHz
* Type: Binaural





	· 2-channel audio buffer at 44.1kHz sample rate


Here is an embodiment of an immersive audio split rendering pipeline using a single-perspective binaural HSR, in which:
· Renderor 0 renders original data to single-perspective binaural signal
· Renderor 1 passes through the binaural signal to output
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Figure 3. Rendering Pipeline -- Single-perspective Binaural as IR
This example demonstrates that our proposed IR and rendering pipeline solution meets connectivity scenario 1 in TR 26.865 [2]
7.2 Rendering Pipeline with 3DoF HSR IR

7.2.1 Binaural with Pose Correction
In TS 26.249 [3], an ISAR rendering pipeline for track-a was defined. It uses a binaural signal with pose correction information as IR, and performs pose correction in the post-rendering stage, which is guided by the pose correction filter coefficients transmitted in IR. In this example, we will show that our HSR representation and rendering pipeline can conform to such pipeline definition.
An embodiment of a binaural HSR with pose correction information is shown below:

	Metadata
	Multi-channel Data Stream
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	· 2-channel audio buffer at 48kHz sample rate




Here is an embodiment of an immersive audio split rendering pipeline using a binaural HSR with pose correction information, in which:
· Renderor 0 renders original data to binaural HSR with pose correction information
· Renderor 1 performs pose correction filtering to produce binaural output signal.
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Figure 4. Rendering Pipeline -- Binaural with Pose Correction as IR
This example demonstrates that our proposed IR and rendering pipeline solution meets connectivity scenario 1, 2, 3, and 5 in TR 26.865 [2], and it can conform to the rendering pipeline definition in ISAR track-a.
7.2.2 Single-position Multichannel
An embodiment of a 3DoF HSR that contains a multichannel signal locked to listener’s position:
	Metadata
	Multi-channel Data Stream

	[image: image7.png]* Sample Rate: 48kHz
* Type:7.1.4





	· 12-channel audio buffer at 48kHz sample rate


Here is an embodiment of an immersive audio split rendering pipeline using this single-position Multichannel HSR, in which:
· Renderor 0 renders original data to single-perspective multichannel HSR
· Renderor 1 binauralizes multichannel HSR to binaural output signal
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Figure 5. Rendering Pipeline -- Multichannel signal as IR
This example demonstrates that our proposed IR and rendering pipeline solution meets connectivity scenario 1, 2, 3, and 5 in TR 26.865 [2]
7.2.3 Single-position Ambisonics and Binaural with Pose Correction [3]
An embodiment of a 3DoF HSR that contains a 3-th order Ambisonics signal rotated to a given world orientation:
	Metadata
	Multi-channel Data Stream
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	· 16-channel audio buffer at 48kHz sample rate


	Metadata
	Multi-channel Data Stream
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	· 2-channel audio buffer at 48kHz sample rate




Here is an embodiment of an immersive audio split rendering pipeline using this single-position Ambisonic HSR, in which:
· Renderor 0 renders original data to an Ambisonics HSR
· Renderor 1 binauralizes the Ambisonics HSR to a binaural HSR with pose correction info
· Renderor 2 performs the pose correction filtering, producing the final output binaural signal [3]
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Figure 6. Rendering Pipeline -- Ambisonics HSRas the first IR, binaural HSR with pose correction information as the second IR
This example demonstrates that our proposed IR and rendering pipeline solution meets all connectivity scenarios in TR 26.865 [2]. It also shows that our HSR representation can be used to represent the binaural IR with pose correction defined in ISAR track-a in TS 26.249 [3].
8. Performance analysis

8.1 HSR Metadata size

The size of HSR metadata frame highly depends on the structure of the transmitted content. Here are metadata sizes of some example HSRs.
· For one HSR node with default transform, its metadata only takes less than 36 bits (final number TBD). This applies to conventional immersive audio formats including binaural (exp. 6.1.1), multichannel (exp. 6.2.1), and Ambisonics (exp. 6.2.2).
8.2 Computational Complexity
TBD
9. Conclusion

To sum up, we proposed a combined solution for ISAR, which includes a sound field representation format that works as IR, and a rendering pipeline that utilizes our sound field format to execute ISAR work. The examples demonstrate that our proposed solution meets all connectivity scenarios defined in TR 26.865 [1], and the performance analysis demonstrates that our proposed solution has low data overhead. Moreover, our proposed rendering pipeline and IR representation is compatible to existing ISAR rendering pipeline definition in 26.249 [3]. 
In fact, our solution can not only meet current ISAR requirements, but it can also provide extra capabilities, such as:
· Supports arbitrary number of rendering stages (instead only pre and post rendering).

· Auto negotiation of IR format between rendering stages.

· Not coupling with IVAS
· Connectionless IR transmission
· 6-Dof IR transmission
Based on all the information above, we proposed to document the rendering pipeline and IR representation in TS 26.249 [3] under track-b solutions. We look forward to hearing your feedback on this proposal.
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