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Editor’s note:	The documented format should be referenced by at least one scenario in clause 5, and the following aspects may be provided. 
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For beyond 2D video many different formats and reference workflows exist. This makes it difficult to identify specific interop points and formats, without excluding potentially relevant technologies. In addition, without systematic and explicit identification of format interloper points, scenarios or workflows may look overly complex.
When comparing for example to TR 26.955[yy] for 2D formats or even VR formats, additional aspects may need to be considered for beyond 2D video. Some intermediate formats re-use existing technologies in innovative ways. This is beneficial from a technology and interoperability perspective, but it may be a bit confusing as core video coding technologies are used in different ways and at different operability points. 
To help the situation, a generic reference model for beyond 2D video content is defined in this sub clause.  This systematic and accurate identification of interoperability points and subcomponents for beyond 2d video with a high level of abstraction covers the majority of use cases and scenarios. 
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Figure 1y Beyond 2D Video Format referencing model
Figure 1y illustrates a generic workflow for beyond 2D video creation. It considers two methods of creation of source content, the first is the naturalistic way to capture of light sources directly. The second option is based on authoring using computer graphics interfacing technologies or other media production technologies. These cases may sometimes be combined and cover the majority of media production cases.
The capture of light fields (1) using sensors is generalized, it includes traditional passive sensors, cameras, camera arrays plenoptic cameras. For simplicity we also include active sensors LiDaR, Time of Flight in this category. These active sensors also transmit a signal before capturing the reflections. In many cases some processing happens later to reconstruct for example depth information, so in this case the active sensor is a combination of the sensor and sensed data converter. The sensors would typically produce a large quantity of digital image data, which correspond to source formats e.g. TS 26.955 [yy], that can be converted by sensed data converter to formats suitable for the beyond 2D video scenario.
A next component in Beyond 2D video workflows is the step of the sensed data converter. This step is mainly about converting the multiple digital image formats plus metadata to a beyond 2D representation or format, such as video plus depth, geometry etc... For Lidar or Time of flight this step may be combined within the sensor component, so this sensed data converter is more a logical/functional component instead of a physical component. 
 In some cases, such as for light field cameras, many 2D images are produced that can together produce a beyond 2D experience such as based on image based rendering. However, due to the volume of data for such image based experiences, the sensed data converter may still be helpful to convert to a representation more suitable representation to enable the beyond 2D video experience. For example, storage or rendering functionality may be improved with a more suitable format. 
In addition, it is possible that multiple stages for sensed data converter exist in work flow, for example multiple depth reconstruction followed by a full 3D reconstruction. In practice sensed data converter may be implemented in software and could for example be an algorithm for reconstructing depth or reconstructing geometric information from the images to enable forms of immersive and free viewpoint functionality or even mixed reality. In this case the geometric information is encoded, transmitted and received as it was generated from sensed data by an algorithmic implementation in sensed data converter. The sensed data converter generates beyond 2D digital video formats that are part of the investigation in this study. In clause 4.3 we give some examples of uncompressed Beyond 2D video formats (3).
For many B2DV experiences and solutions, compression will be needed for efficient transmission. The Encoder executes a processing step that will result in the compressed Beyond 2D video and optional metadata (4).  The compressed Beyond 2D representation plus metadata (4) are received by the decoder. For simplicity the Figure 1y does not include the transmission part, which can be based on many different technologies that are to some extent independent of the codec implementation.
The decoder recovers the beyond 2D video representation, and the renderer component can convert this to digital A/V to be displayed by the presentation system. For example, this may include a rendering of a geometric representation in a scene to multiple images. The format of the output of the decoder (5) corresponds to the encoder input (3), but the renderer may some cases synthesize different images or renderings (6) as compared to what was input to the sensed data converter (2). 
So generally beyond 2D video performance measurement should typically be between interop points (3) and (5) based on the B2DV formats.  The last block in the diagram includes the user interactions. Some B2DV scenarios may involve some types of user interactions, such as changing the viewpoint or other interactions. These are captured in the reference diagram. 
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For this format reference model, it is considered that the Sensors capture image-based representations, such representations have typically already been considered in 3GPP and are supported by different user equipment. As mentioned in the previous paragraph, for depth sensors or other sensors that combine and interpolate image data, this would be considered a combination of sensor and sensed data converter in this reference model. Sensors can range from cameras as commonly supported on hand held devices up to complex and professional camera array setups used in professional environments.
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The sensed data converter in this reference model can be a software based implementation of an algorithm to generate beyond 2D video representation from different input digital media. This usually leads to different representations such as a depth image, a point cloud or a mesh model. For some image based systems this may include interpolating and generating additional reference or display pictures as well. The output of the sensed data converter as an interoperability point (3) and is in scope of this report for performance evaluation based on different scenarios.
4.Y.5 	B2DV Encoder and Decoder
Practice has shown that compression is needed for transmission of Beyond 2D information in 3GPP networks. To progress work on encoding and decoding, this study will investigate interop points (3), (4) and (5) and (6) and (2) for requirements and characteristics as defined in different scenarios. In addition the technology of the encoder and decoder needs to be evaluated based on performance characteristics from different scenarios and network bandwidth requirements.
4.Y.6 	B2DV Renderer
This component is important for the overall beyond 2D video experience. This component converts the beyond 3d representation to digital media plus metadata representation (6) to be presented to the user via the presentation system. An example could be an open GL rendering pipeline that renders a 3D mesh or point cloud to images, potentially on a glasses free 2D display. For beyond 2D video there may not be a direct correspondence to interop points (6) and (2) in terms of enabling direct performance evaluation. Therefore, for interop points (5) which correspond to interop point (3) it should be studied which representations or formats are favorable for a rendering perspective in addition to the performance evaluation described in the previous sub-clause. 
4.Y.7 	B2DV Presentation System and user interaction
The reference format workflow includes the presentation system and optional user interaction. The requirements for the presentation system should be aligned with what is currently supported such as for example for video. The main characteristics of the presentation system should be the display of digital image data.
4.Y.8 	B2DV Transmission Format
The reference format workflow  does not illustrate a transmission component between the encoder and decoder. Transmission and related transmission formats are still important from an interoperability perspective, therefore the reference model can be extended with these interoperability points between the encoder and decoder. 
To assess the feasibility of scenarios, they should also detail the status of the specific transmission requirements and formats used and their status, e.g. RTP binding, CMAF binding, ISOBMFF encapsulation, etc... 
For the transmission itself, different techniques exist which should be to a large extend agnostic to the beyond 2d video format and encoding.  
4.Y.9 	User Interaction
Solutions should document how user interaction and what user interaction happens in a scenario or solution and how that affects the workflow.	


* * * * End of changes * * * *
image1.png
Compressed Digital ANV
— Digital AV AV €
— Dlgllalj/\l S adats e + metadata Digital A/V + P
+ metadata 520V pes B2DV metadata
7
Naturalistic/
Captured content
Sensed data Presentation
Sensors Encoder Decoder Renderer

converter

system

CG based
Content
authoring

Computer generated content

I

1

]

interactions




