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1
Decision/action requested

It is proposed to raise the issue and discuss the potential for VFL learning
2
References

3
Rationale

3.1
Introduction

This discussion paper presents a privacy protection data method for VFL (vertical federal learning).
In general, privacy computation techniques, e.g., homomorphic cryptography, is that data can be used and processed while it is encrypted. In this regard, this proposal provides a view of using privacy computation method.
3.2
General


There are two procedures proposing to process VFL data using privacy computation (e.g., homomorphic cryptography).
First, VFL needs to align samples in the model among multiple VFL participants. Without privacy computation, the samples of the model may be disclosed. The privacy computation technique can be used during the sample alignment to prevent any privacy leaks.
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Figure 3.2 -1 Sample alignment for VFL training 
Second, VFL participants need to process and exchange VFL intermediate data such as weight and gradient of the model. Some attacks may infer members raw data using the plaintext of intermediate data (e.g., gradient). Therefore, privacy computation is required to encrypt intermediate data and using encrypted data during VFL training. 
3.3
Procedures

The general procedure could be like this as below for using privacy computation while VFL. 
When the NF conusmer requests a AIML model, the VFL participants may initiate the vertical federal learning to train the requested model with multiple participants, and each participant obtains the raw data for VFL training. After that, multiple VFL participants finish the sample alignment using privacy computation. In this case, VFL participants process encrypted VFL related data ((e.g., gradient and weight). Finally, the NF consumer gets the model response and can get the final model. 
