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Abstract of the contribution: This document evaluates and concludes based on all the agreed solutions for the KI#2.1, which targets at using an integrated MPQUIC architecture to steer, switch and split non-UDP traffic (i.e., connect-IP, connect-TCP and connect-Ethernet).

1	Discussion
[bookmark: _Hlk85614707]This paper provides evaluation and conclusion of KI#2.1: Proxying IP, TCP and Ethernet via MPQUIC steering functionality.
2	Proposal
[bookmark: _Hlk513714389]It is proposed to include the below changes into TR 23.700-54.

FIRST CHANGE (all new text)
[bookmark: _Toc160552502][bookmark: _Toc161061177]
7.2	Evaluation for ATSSS_Ph4: KI#2.1

7.2.1	Evaluation of all solutions for KI#2.1
[bookmark: _Toc500949101]The key issue #2.1 of ATSSS_Ph4 discusses how the existing Rel-18 MPQUIC steering functionality described in TS 23.501 could be enhanced to steer, switch and split (so-called SSS) non-UDP traffic, e.g., TCP, IP and Ethernet.
There are 7 solutions agreed for the KI#2.1 in TR 23.700-54. They are Solutions #2.1, #2.3, #2.4, #2.5, #2.9, #2.10 and #2.11.
The sol#2.1 proposes to support the different extended CONNECT protocols, i.e., connect-UDP, connect-IP and connect-Ethernet, that would be integrated with the current MPQUIC steering functionality. The solution does not support connect-TCP. Further, the solution suggests the support of connect-UDP and connect-IP over IP PDU sessions, and connect-Ethernet over Ethernet PDU sessions. The sol#2.1 champions the concurrent support of all the mentioned connect protocols over the same PDU session. Network operators would be able to configure, provision and/or influence the desired protocols and parameters via policy rules. 
The sol#2.3 supports all the extended CONNECT protocols, i.e., connect-UDP, connect-IP, connect-TCP and connect-Ethernet. The extensions of HTTP CONNECT for IP, UDP and TCP are applied only over IP PDU sessions, while that for Ethernet is over Ethernet PDU sessions. The solution explains how the extended connect-TCP works and why it shall be supported in the KI.
The sol#2.4 supports the extended CONNECT for connect-IP only by referencing the RFC-9484. While the solution does not extend to connect-TCP, the protocol parameters as supported by extended connect-IP might accommodate the transport-level protocols, e.g., UDP, TCP, etc.  These extensions are supported over IP PDU sessions.
The sol#2.5 supports the extended CONNECT for connect-Ethernet by referencing an IETF WG document (still evolving). The solution restricts the Ethernet based MPQUIC steering only over Ethernet PDU sessions.
The sol#2.9 proposes specifically the support of both connect-IP and connect-Ethernet over Ethernet PDU sessions. The solution explains how IP datagram and Ethernet frame would be encapsulated over Ethernet PDU. While it is natural to support connect-Ethernet over an Ethernet PDU session, the support of connect-IP will have to do extra work at UPF to force layer-3 packets to be switched based on layer-2 information. This will complicate unnecessarily the UP provisioning, and degrade the forwarding performance.  
The sol#2.10 discusses the support of connect-TCP via the MPQUIC steering framework. The solution is based on the IETF WG draft ‘draft-ietf-httpbis-connect-tcp’. However, there are quite some challenges associated with the connect-TCP, especially the deflection from the initial objective to support the extended CONNECT for TCP.
The sol#2.11 focuses on how to support the differentiated extended CONNECT protocols, e.g., connect-UDP, connect-TCP, connect-IP and connect-Ethernet, upon the integration with the Rel-18 MPQUIC steering framework. The solution raises two possible integration modes, i.e., either having a single MPQUIC steering framework accommodating multiple proxy modes, or having multiple MPQUIC steering frameworks with each one associated with a specific proxy mode. The solution advocates the multiple MPQUIC steering framework, each one associated with a different proxy mode.
7.2.2	Workflow of MPQUIC for UDP, TCP, IP, and Ethernet 
The Rel-18 MPQUIC steering functionality is standardized by applying the IETF MASQUE technology. It extends the HTTP fundamental method ‘CONNECT’ [RFC-9110] thru the protocol extension ‘connect-UDP’[RFC-9298]. The UDP proxying payload is encapsulated via the HTTP Datagram payload [RFC-9297]. Then HTTP/3 [RFC-9114] is applied which is based on QUIC. The QUIC datagram extension [RFC-9221] is adopted. Further, the multipath QUIC technology [IETF-multipath-quic] is included to achieve the dual-path traffic transport. When the MASQUE-based scheme for proxying UDP, IP, TCP and Ethernet traffic is put together, an holistic workflow is shown below:
[image: ]

7.2.3	Evaluation of the support of connect-TCP 
The agreed solutions supporting connect-TCP, e.g., #2.3, #2.10 and #2.11, are based on the IETF draft [HTTP3-proxy-tcp]. While the draft adopts the similar MASQUE-based scheme (as that for UDP), we must point out that the original objective of connect-TCP bears different purpose. That is, because a http client cannot specify the proxy in the legacy HTTP CONNECT method [RFC-9110], the connect-TCP is originally proposed to make a HTTP server to host multiple distinct proxy services, to act on ‘virtual hosting’ service, etc. [HTTP3-proxy-tcp]. The RFC-9114 states a client can use a proxy by issuing the ‘extended CONNECT’ request (for TCP), but from then on, the request and response shall conform to all the usual requirements for classic CONNECT proxies in HTTP/3 [RFC-9114]. 
The RFC-9114 for HTTP/3 also suggests it not be necessary that TCP data would be proxy-transported from a client to a proxy. Instead, it could be any data that would be transported as QUIC/UDP datagram. The datagrams are mapped to TCP-segments at a proxy toward the (destination) server. Actually, this also explains why there is no similar definition of the encapsulation of the HTTP proxy payload in the connect-TCP IETF draft as those encapsulations defined in the connect-IP, connect-UDP and connect-Ethernet RFC and drafts. [RFC-9298, RFC-9484, draft-ietf-masque-connect-ethernet].
The RFC-9114 for HTTP/3 also requires the mapping between UDP (HTTP/3) datagram and TCP segment, which means the decapsulation of UDP and then encapsulation of TCP at a proxy. This is not efficient when compared to the cases of connect-UDP/IP (direct-mapping) for UDP (HTTP/3) datagram from clients.

Finally, MPTCP is already supported in Rel-18.

Conclusion: 
· The objective and the implementation of connect-TCP are different from those of connect-UDP and connect-IP. The connect-TCP should NOT be supported in normative work.

7.2.4	Evaluation of the support of connect-Ethernet: Ethernet vs. IP PDU Sessions
Five solutions, i.e., #2.1, #2.3, #2.5, #2.9, and #2.11, support the extension of connect-Ethernet. Among the five, the solutions #2.1, #2.3 and #2.5 restrict the support of connect-Ethernet only over the Ethernet PDU session, while the sol#2.9 suggests an Ethernet type PDU session can support both connect-IP and connect-Ethernet extension.
We must point out that, while the MASQUE-based connect-Ethernet is to create an Ethernet tunnel from a HTTP proxy to a target for transporting Ethernet frames, but, as shown in the figure in the section 7.2.2, those Ethernet frames will actually be encapsulated over IP stack. Thus, once the UE-IP address (for a MA PDU session) and the UE link-local IP addresses (for multi-path QUIC) are obtained (e.g., via in-band, local-config, etc.), then the complete encapsulation stack would be
[image: ]
Conclusion:
· The extended CONNECT connect-ethernet should be supported over both IP- and Ethernet PDU session types in normative work.


Second CHANGE (all new text)

8.2	Conclusion for ATSSS_Ph4: KI#2.1

[bookmark: _Toc165020776][bookmark: _Toc519004414] The following principles are recommended to be included in the conclusions:

-  The MASQUE-based MPQUIC steering functionality should support the extended CONNECT of connect-IP and connect-Ethernet in normative work.
-  The MASQUE-based MPQUIC steering functionality should NOT be extended to support connect-TCP in normative work.
-  The MPQUIC-based connect-Ethernet should be supported over both IP- and Ethernet- PDU session types.
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