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Abstract of the contribution: The contribution proposes conclusions for KI#1 " Network energy related information exposure" based on research on energy measuring and consumption reduction.

1. Introduction
Conclusions on KI#1 ”Network energy related information exposure” are proposed in this contribution. The arguments presented in this contribution are based on research done on the topics of energy measuring and energy consumption reduction. Based on the information we present, we propose changes to the interim conclusions that take into account the real-world aspects of measuring energy consumption and, by extension, energy efficiency.
2. Discussion
2.1 Discussion
We base our observations on the work presented in [1] and [2], as well as releated references.
It is a fact that the de-facto deployment model of a 5GC is based on CNF and/or VNFs, and that a general trend towards CNFs is quite visible [3]. As such, energy related exposure conclusions should reflect this reality, otherwise risking that the conclusions of the Study Item will not be applicable to the broad majority of 5GC deployments.
In terms of implementation, User Plane (UP) and Control Plane (CP) are typically very differently implemented [2]. While UP workloads are typically designed with a user space network stack and use poll mode drivers for a direct data path to network that shows as 100% load regardless of actual load, CP workloads execute as regular applications in user space with a kernel networking stack and managed by a scheduler.
Observation 1: As a result of how differently they are typically implemented, power consumption for  UP and CP cannot be typically realized in the same way, and the choice of an appropriate metric can be strongly implementation-dependant.
In order to measure power consumption within a running system, interfaces are available and exposed via the Kernel. Among others, granularity per socket and CPU core are available, as well as DRAM. For most sources, and due to its proximity to the HW itself (i.e. actual values from HW components), root access is required [4]. 
Observation 2: Allowing a VNF/CNF to access power measurements typically requires providing said NF with access permissions much higher that its actual functionality would warrant.
We do not think that it is a good idea to expose information with a (much) broader scope to a NF, e.g. to allow it to query the power consumption of a whole CPU socket.
Observation 3: Besides the reasoning why a CP application should access such lower-layers information, letting each NF query such information does not seem efficient or scalable.
Besides accurate and detailed power measurements from hardware components, a VNF/CNF would need the following to determine its energy consumption:
· Detailed knowledge of the mapping of virtual resources onto physical equipment and their usage
· Definite assignment of VMs / containers to a VNF
Observation 4: In order for a NF to be able to compute its own power consumption, it needs to be able to access utilization/scheduling data from the unterlying cloud/infrastructure layers. Typically, a running process does not have access to such information. Additionally, such information is out of scope of 3GPP.
From an operator’s view, the combination of the previous observations unnecessarily mixes the 5GC functionality, which 3GPP standardizes, with the underlying layers, which is out of scope of SA2.
We see the approach where NFs directly expose energy information as much more complex to deploy as the approach where NFs expose necessary information so that layers closer to the information source can apply this information to calculate finer granularities.
Proposal: We propose the following points for KI#1:
1. Allow for a deployment-specific granularities. This would allow an operator to use the 3GPP-defined framework for implementation-specific use cases (e.g. UPF-per-interface metrics).
2. The best course of action is to have NFs expose load information based on the agreed granularities, such that functionality (e.g. OAM, a dedicated function) with access to the proper data can map this information to a proportion of the overall power consumption for a given granularity.
3. The functionality in bullet point 2 will necessarily need a 3GPP-aware layer and a layer out of scope of 3GPP. Given the need to apply different permissions to such a functionality, it is best to have this functionality separated from the NF and the calculation of the energy consumption itself out of 3GPP scope.
4. Reuse metrics available from SA5 where possible. Only accept for normative work information/time granularity that are not already available via OAM (i.e. SA5)
2.2 References
[1]: Green Future Networks: Metering in Virtualised RAN Infrastructure, v1.0; https://www.ngmn.org/publications/metering-in-virtualised-ran-infrastructure.html 
[2]: Dynamic Power Savings in Cloud-Native 5G Wireless Infrastructure Network Functions; https://www.intel.com/content/www/us/en/content-details/772736/dynamic-power-savings-in-cloud-native-5g-wireless-infrastructure-network-functions.html 
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[4] Kubernetes Efficient Power Level Exporter (Kepler), Energy Sources; https://sustainable-computing.io/design/kepler-energy-sources/ 
3. Proposal
It is proposed to agree the following changes to 3GPP TR 23.700-66.


* * * Start of Change * * * *
[bookmark: startOfAnnexes][bookmark: _Toc165103823]8.1	Interim Conclusion for KI#1: Network energy related information exposure
The following bullets are recommended for normative work for KI#1:
-	The following granularities of the energy consumption information are supported to be exposed, based on operator policy/configuration:
-	per Service.
[bookmark: _Hlk166506249]-	per Network Slice level.
-	Deployment-specific
Editor's note:	It is FFS whether there is other granularity to be exposed is FFS
Editor's note:	whether or not to expose energy consumption per NF level or per Network Slice level by NEF is FFS.
Editor's note:	Which energy-related parameters to be exposed is FFS.
-	AF may request the energy consumption information exposure with reporting request e.g. Periodic reporting or Threshold based reporting.
-	The information for the calculation of the Energy Consumption information is obtained from the following sources:
	-	Load information for the supported granularities exposed by the supported NFs and collected by a separate entity.
NOTE:	Only information/time granularity not currently supported by SA5 is considered
Editor's note:	Whether the separated entity is OAM or a new NF is FFS
	-	How energy consumption information is determined by the separate entity based on the information provided by the NFs and potentially other information sources out of 3GPP scope (e.g. measurements from HW, CPU/container/VM scheduler, etc.) is not specified
Editor's note:	The sources of where the energy consumption information is obtained is FFS.
Editor's note:	What is the granularity of energy consumption information to be collected and how it is collected is FFS.
Editor's note:	How E2E energy consumption information is determined is FFS.
Editor's note:	Whether other energy related information can be exposed and how it is collected in the system is FFS.
NOTE 1:	Exposure and collection of renewable energy and carbon emission information depend on the coordination with SA WG5.
NOTE 2:	In this Release, the gNB neither supports per-UE-per-PDU session nor per-UE-per-QoS flow level energy consumption reporting.
Editor's note:	Whether in this release the NG-RAN will provide per UE level energy consumption information is FFS.
Editor's note:	It is FFS whether the new functionality will be supported by a new and/or the existing NF(s).
Editor's note:	It is FFS whether the contribution of other NFs, e.g. SMF, AMF, will be considered.
* * * End of Change * * * *

