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[bookmark: _Toc352077766]1. Discussion
There are 12 solutions in total for Key issue #1. This paper provides an overview and gives some criteria for evaluation.
[bookmark: _Toc326248711][bookmark: _Toc97057841][bookmark: _Toc97052787][bookmark: _Toc97052459][bookmark: _Toc510604409][bookmark: _Toc97057914]2. Proposal
---------- Start of change(All text new) ----------
[bookmark: startOfAnnexes][bookmark: _Toc153792581][bookmark: _Toc153792666][bookmark: _Toc160567091][bookmark: _Toc157534596]7.1	Key issue #1 Evaluation
7.1.1  Solutions overview
12 different solutions were proposed for Key Issue 1.
Solution 1 uses LMF(optionally co-located with AnLF) to perform inference and MTLF to train the model. The data collection procedure for LMF-side model training reuses the positioning procedure entirely and the data collection is  per UE/group of UE or per area granularity. To discover appropriate MTLF, an indication of supporting AI/ML model training is sent by MTLF to NRF. 
Solution 2 provides several options: 
-	LMF requests training data from NWDAF.
-	NWDAF or LMF may perform the AI/ML training.
-	NWDAF may share a trained model with LMF.
-	When a UE location is requested, LMF performs AI/ML inference on the trained model.
Solution 3 was merged to solution 1 and it suggests using MTLF to train the model and LMF as a stand-alone NF to perform inference.
Solution 4 illustrates the data collection procedure involving NG-RAN and UE. It is similar to Solution 1.
Solution 5 suggests LMF register its AI-based positioning capability to NRF and UE reports its consent for AI positioning, the consent data stored in UDM.
Solution 6 suggests that LMF do both training and inference work.
Solution 7 uses AMF to select the appropriate NG-RAN node and determines suitable UE(s) base on PEI.  It also proposes to use NG-RAN for UE selection to report measurements and location. The accuracy monitoring and LMF-side model training entity can be either LMF or MTLF.
Solution 8 and Solution 9 are both for performance monitoring. However, Solution 8 uses MTLF to monitor LMF-side model performance and Solution 9 uses LMF to monitor LMF-side model performance. On the other side, solution 9 suggests MTLF for model training and LMF to perform model inference.
Solution 10 shows a table of input data for model training. It suggests the NWDAF do training data collection in the combinations of per UE(s), per area, per S-NSSAI or per DNN. The NWDAF trains the model and then provides the trained model to the LMF in response to the request.
Solution 11 is an alternative candidate for the training data collection procedure in 5GC. It partially reuses the positioning procedure to find target LMF(s), and then LMF(s) can send back the data to NWDAF directly.
Solution 12 is similar to solution 5 as it suggests checking user consent from UDM before measurement data collection from UE.
7.1.2  Evaluation Criteria
Based on the observations above, below are several criteria for evaluation.
1. Data collection procedure
1.1 Reusing positioning procedure for data collection or Reusing positioning procedure to find target LMF then send back the data directly to NWDAF(i.e. without passing GMLC and AMF).
Reusing the positioning procedure has less impact to the existing interface, however, in the case of a large amount of measurement data is requested by multiple NWDAFs, sending measurement data directly to NWDAF without passing AMF/GMLC can avoid overload of AMF/GMLC effectively.
1.2 Data collection per UE, per area, per DNN and/or per S-NSSAI?
Data collection can be done per UE and/or per group UE and/or per area. No need for per DNN or per S-NSSAI.
2. Which entity train the LMF-side model and which entity performs inference
2.1 Which entity trains the model
[bookmark: _GoBack]NWDAF already had the functionality to train the model, but LMF did not. If model training is done by LMF, large computing power is needed which may affect the normal operations of LMF.
2.2 Which entity performs inference
LMF standalone perform inference will give the fastest inference speed as it avoids measurement data transferring inside 5GC(i.e. the LMF can collect inference data via the LPP/NRPPa channel and perform inference itself). LMF co-locates with AnLF will reduce the inference speed because another transferring step is needed between AnLF and LMF. 
3. Whether UE is aware of AI positioning, and whether user consents are needed to activate AI positioning and to perform UE measurement data collection(Yes/No).
Considering the privacy of UE, the consents above are needed.
4.  Whether LMF reports the AI capability to NRF and AMF selects LMF base on the AI capability (Yes/No)
In general the AI positioning has the higher accuracy than legacy one. That’s why we are doing AI positioning, otherwise all the works are meaningless and we are doing a lot of nothing.
The AF may initiate a positioning procedure of UE as defined in TS 23.273[7]. At the start of the positioning procedure, the GMLC receives the request from AF with the required QoS information. After that, the GMLC interacts with UDM to identify the serving AMF of UE and invokes the request to the identified AMF with the QoS information required. The AMF performs LMF selection through NRF afterwards. The AMF can choose to select the LMF with/without AI capability base on the QoS information received. The AMF tends to choose an LMF with AI capability if the QoS requirement is high, and vice versa. Besides, not all LMFs will be upgraded to have the AI positioning capability. Therefore, it is necessary that LMF report whether it supports AI capability to NRF to assist the selection done by AMF.
5. Which entity performs performance monitoring of LMF-side model
MTLF-based performance monitoring is defined in TS 23.288[5], therefore it is suggested to re-use the MTLF-based monitoring procedure.
---------- End of change ----------
