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1 Introduction

This WF captures the agreements for the discussion carried out on AI/ML under the [111][133]NR_AIML_air thread.
2 Agreements
2.1 General Issues 

2.1.1 Agreements in main session:
Issue 1-1: Post deployment testing
Interested companies are invited to bring analysis on the feasibility of the options proposed so far.
Issue 1-4:  Inference latency handling
Agreement: 

· Use the following as the starting point
· Inference latency can be implicitly captured in the delay of corresponding procedures (e.g. reporting delay) and/or performance requirements.
· Inference latency is part of delay of the corresponding procedure and no separate requirement will be specified for inference latency.
· Check the above bullets based on per use case, and if other WGs define the inference latency, RAN4 can revisit the above bullets.
Issue 1-5: LCM Requirements 

Agreement:

· RAN4 considers defining RRM requirements for LCM procedures based on the specific use cases (beam management and positioning), and candidates are:
· identification
· selection
· activation
· deactivation
· switching
· fallback to non-AI operation
· performance monitoring
· Others are not precluded
Issue 1-6: Legacy RRM requirements handling
Agreement: 

· UE shall meet all legacy RRM requirements (non-AI/ML) even during the AI/ML operation mode.
2.2 Testability and interoperability issues for beam management
2.2.1 Agreements in main session:
Issue 2-3: Reported measurements and ground truth
Agreement:

· The ground truth for the predicted RSRP is the ideal measurement of RSRP on the predicted Tx beam

· In RAN4, the ground truth is the approximate as the reported RSRP measurement under the certain SNR on the predicted Tx beam

· FFS on SNR level to ensure that SNR is high enough for sufficient accuracy of reported RSRP

· FFS on impact of multiple-AoA test setup

· FFS on the channel condition

· FFS on whether the ground truth will be changing or not

· Other solutions are not precluded

2.2.2 Agreements in ad-hoc session (R4-2401571)
Issue 2-5: Test setup needs
Agreement:
maximum number of set B Tx beams that test system should be able to emulate: [8-16]
maximum number of set A Tx beams that test system should be able to emulate:  [64-128] 
FFS on AoAs
UE rotation during the test: FFS
UE rotation/repositioning between different tests: Yes
Issue 2-6:
Datasets for training/testing
Agreement:
· Vendors may take into account the test environment/conditions defined by RAN4 when training the UE 
· sufficient test environment/conditions should be defined to enable vendors to create the data needed for training
· FFS on proposals to augment training data to avoid overfitting of UE models to the test environment
· RAN4 to strive to make the test conditions similar to field deployment conditions
2.3 Testability and interoperability issues for positioning accuracy enhancement

2.3.1 Agreements in ad-hoc session (R4-2401571)
Issue 3-2: Requirements for case 2a
Agreement:
No requirements on LMF for positioning accuracy
FFS on RAN4 requirements for any UE reported measurements defined by other groups
Issue 3-3: Requirements for case 2b
Agreement:

No requirements on LMF for positioning accuracy

FFS on RAN4 requirements for any UE reported measurements defined by other groups

2.4 Testability and interoperability issues for CSI compression and CSI prediction

2.4.1 Agreements in ad-hoc session (R4-2401571)
Issue 4-1: Reference encoder/decoder
Agreement:
Reference encoder:
The reference encoder is used in RAN4 discussions at least for simulation alignment/requirement derivation, test decoder derivation and/or test decoder verification. It could be documented (in TR, WF, etc) or captured in the specifications as necessary.

Reference decoder:
The reference decoder is used in RAN4 discussions at least for simulation alignment/requirement derivation and/or verification of the decoder implemented by the TE. It could be documented (in TR, WF, etc) or captured in the specifications as necessary.

For option 3, for each test, a test decoder needs to be captured in the specs, a reference encoder might be needed to derive the test decoder and/or requirements and/or to validate the test decoder implementation in the TE. the same decoder might be used in multiple tests or each test could have a difference decoder.

In option 3 the Reference decoder is the test decoder.
For option 4, there might be a need to have reference encoder and/or reference decoder
2.4.2 Other Agreements
2.4.2.1 Agreements about the parameters used in the simulations for checking the feasibility of testing options for CSI compression and prediction:
Agreement:
Parameters agreed are just for the feasibility study of testing options. 
If/when RAN4 discusses requirement definition, RAN4 will define a new test decoder which may or may not reuse any of the parameters agreed in the feasibility study.
2.4.2.2 Agreements regarding the process for checking the feasibility of deriving a test decoder for Option 3
The following options were discussed:
Test decoder derivation procedure:
Option 1

companies bring encoder + decoder set based on agreed parameters. RAN4 chooses one of the decoders and interested companies further check if an encoder can be trained with this decoder to obtain similar performance/complexity (or other evaluation criteria)
Option 2
companies bring training data for encoder + decoder pair, interested companies train an encoder + decoder pair based on the aggregated dataset from all companies to check decoder derivation feasibility and performance/complexity (or other evaluation criteria)
RAN4 agrees to work on option 1.
Interested companies are invited to bring further feasibility analysis for Option 2 
2.4.2.3 Simulation parameters for verifying the feasibility of aligning model among companies
System-level simulation parameters (from TR):
	Parameter
	Value

	Duplex, Waveform
	FDD, OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban (Macro only)

	Frequency Range
	FR1 only, [2GHz, 4GHz]

	Inter-BS distance
	200m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	Companies need to report which option(s) are used between
- 32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for (rank 1-4)

	BS Tx power
	44dBm for 20MHz

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	[15kHz for 2GHz; 30kHz for 4GHz]

	Simulation bandwidth
	[10 MHz for 15kHz; 20 MHz for 30kHz]

	Frame structure
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU-MIMO

	MIMO layers
	1,2


	CSI feedback
	Feedback assumption at least for baseline scheme
- CSI feedback periodicity (full CSI feedback): 5 ms (baseline)

- Scheduling delay (from CSI feedback to time to apply in scheduling): 4 ms

	Traffic load (Resource utilization)
	20/50/70%. Companies are encouraged to report the MU-MIMO utilization.  


	UE distribution
	CSI compression: 80% indoor (3 km/h), 20% outdoor (30 km/h)

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	Realistic

	Channel estimation         
	Realistic or ideal channel estimation



Additional parameters of the encoder/decoder and feedback based on RAN1 simulation parameters by companies in RAN1 (from Excel):

	Assumptions
	Value

	CSI generation part
	AI/ML model backbone
	[MLP, 
CNN, Transformer]

	
	Pre-processing
	SVD to get channel eigenvectors

	CSI reconstruction part
	AI/ML model backbone
	[MLP, CNN, Transformer]

	Common description
	Input type
	Eigenvectors of channel matrix

	
	Output type
	Eigenvectors of channel matrix

	
	Quantization /dequantization method
	Scalar quantization

	Dataset description
	Train/k
	Up to 600k


	
	Train/Test
	10% of the training dataset as baseline

	
	Ground-truth CSI quantization method (including scalar/codebook based quantization, and the parameters)
	Floating point (float 32)

	Other parameters
	Laten/reporting size
	[X: below 80bits,

Y: 100 – 140 bits]


	Decoder model type
	MLP-Mixer

	Embedding dimension
	64

	Number of mixer block
	2

	Size of message passed across layers
	(13, 64)

	Token mixer hidden dimension
	104

	Channel mixer hidden dimension
	512


	Model architecture parameters (convolutional)
	Model type
	CNN (Resnet like design)

	
	Num of Resnet blocks 
	6

	
	Layer before resnet blocks
	2 layers (one FC layer, one Conv layer)

	
	Layer after resnet blocks
	1 layers (one conv layer)

	
	Layer within a resnet block
	2 Conv layer + 1 layer for combination

	
	Kernel/Channel size within a resnet block
	(3,3,128) 


	Model architecture parameters (transformer)
	Model type
	Transformer

	
	Embedding dimension
	64

	
	Number of attenuation heads in one transformer block
	8

	
	Number of transformer blocks
	6

	
	Size of message passed across layers
	(13,256)


�Rank 1 might be too restrictive, we still propose to consider 2 layers also.


�Seems we missed that in the original version. If we simulate only SU MIMO, case then MU-MIMO configuration is not relevant.


�According to the TR, fully-connected model is also captured. There is no criteria to preclude any kinds of model sturcture without simulation analysis in RAN4.


�We think that maybe size is not that important at this stage for alignment. Companies can just report what was the dataset size.





