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[bookmark: _Toc116995841]Introduction
At the previous RAN4#110-bis meeting, significant time was devoted to the discussion of use-case specific aspects, especially to the CSI compression use case with two-sided model and the testing setup for beam prediction [1][2]. However, a marginal progress was achieved on the general aspect of AI/ML for air interface. The main agreement was on the need of both statis and non-static scenarios/configuration for AI/ML testing. Additionally, a further opinion exchange on the post-deployment handling took place during the meeting.
Since it was not possible to discuss all open issues that still require further clarification, in this paper, we elaborate on the following general topics:
· Further clarification on
· Statis/non-static scenarios/configurations.
· handling of post-deployment changes/updates to the models/functionalities
· A need for data collection requirements
· A few other open issues in RAN4 general frameworks, such as clarifications in definitions and testing diagrams

[bookmark: _Toc116995842]Discussion

Testing in non-static scenarios/configurations
At RAN4#110bis, the following agreement was achieved on the issue of testing environment/framework:
	Agreement:
· Both static and non-static scenarios/configurations could be needed for AI testing
· RAN4 will further discuss how to use them case by case
· FFS whether to use static scenarios/configurations as baseline.
· Refine the definitions of static and non-static scenarios/configurations based on two bullets below
· Static: channel model and SNR settings are fixed and do not change over the test, specific channel realizations may be dynamic
· Non-static: Non-static scenarios/configuration can be further considered in application to use cases. The details of models are FFS and may include non-stationary SNR and other conditions.



In our view, non-static scenario agreed in the above agreement is complimentary to dynamic scenario discussed in the context of handling of generalization aspects. In the above agreement, the objective is to test the case where DUT keeps using the same functionality but might still switch models internally without any explicit signaling to the NW. Such transitions should not impact the performance of the functionality significantly; therefore, it is important to test DUT in such non-static scenarios/configurations.
Since performance degradation due to these transitions may be different for different use cases such test cases/requirements should be designed differently for different use cases and tolerance margin for performance degradation should be defined based on simulation results for the particular use case.
For example, in case of CSI feedback use case, changing radio conditions (e.g., channel model or Doppler related to UE speed or delay spread) may trigger UE internal switch from one AI/ML model to another. Such switching may interrupt inference for a small duration of time that should not impact the performance (such as (relative) PDSCH throughput) above the acceptable tolerance margin.
Non-static scenarios in RAN4 are required to verify that there is no performance degradation while UE may autonomously switch to different AI/ML models. Different use cases may have different requirements and tests for non-static scenarios due to different performance impacts during transition period of model switching.
RAN4 should define performance requirements for non-static scenarios/conditions provided that the functionality is not changing/switching during the test and internal model’s transitions are up to the UE.

Post deployment handling
At RAN4#110 meeting, the topic of handling of post-deployment model updates was thoroughly discussed and the following agreement was achieved:
	Issue 1-2: Post deployment handling
Agreement: 
· To ensure the AI performance after device deployment, discuss the following options further
· Option 1: Conduct the conformance testing for AI model/functionality before deployment
· FFS on the feasibility
· Option 2: Design the test to verify the performance monitoring 
· Depend on the other WG progress
· Monitoring can be used for managing fallback, model update/model switching/model transfer, if applicable
· Other options are not precluded



The issue was further discussed at the last RAN4#110-bis meeting with no formal agreements on the topic. In general, the options that are already listed in the agreement is a good starting point for further discussion. However, they might have drawbacks, that require clarifications.
Specifically, Option 1 necessitates the introduction of the new procedure so that the UE vendors could declare that the updated version of the AI/ML models/functionalities have passed RAN4 test cases in the same way as the original model/functionality. Such approach seems to be feasible for the offline retraining of the model, e.g., when there is a major update, and a new version is distributed to the devices in a centralized manner. On the other hand, if in the future releases, more dynamic approach is considered when the models are fine-tuned or updated in the device itself, then the approach with post-deployment conformance testing of such updates is less feasible. In our understanding, online training is not in the scope of the Rel-19 WI, hence, Option 1 is feasible approach only for less frequent centralized updates. 
Some of the main challenges with Option 1 are:
1. Frequent updates to the AI/ML models: The companies can come up with very frequent model updates that needs to be tested. This will increase the test times proportionally.
2. High turnaround time for the conformance tests: For the conformance tests to be done across different models before deployment, if we assume that an abridged set of conformance tests impacting the functionality alone is decided for this purpose, it could increase the turnaround time for the test significantly as the testing is done per device.

[bookmark: _Toc163136325]Frequent updates to the models/functionality may significantly prolong the turnaround time and testing overhead.

[bookmark: _Toc163136326]Conformance testing for updated AI model/functionality before deployment (Option 1) is feasible in the case of infrequent declared centralized changes/updates to the models/functionalities (e.g., based on offline (re)training).

In Option 2, updated model/functionality is tested as a part of performance monitoring mechanism, which is a more flexible and dynamic solution. However, there are concerns with this option as well.
1. Performance monitoring of the updated and deployed model/functionality is a reactive procedure: The performance issues can be identified only after the model/functionality is deployed in the live network.
2. Ambiguity about fallback model/functionality: It is not clear which model/functionality/feature should be used if the fallback or a switch of the model is executed due to the performance issue. 

Current Option 2 does not completely address the issue of the use of the models/functionalities in the live network, that have not passed conformance testing.
If the malfunction of the updated/new model is identified during performance monitoring, then the fallback/switch should be allowed only to the model/functionality or legacy (non-AI/ML) feature that has passed conformance testing. In particular, this would mean that the model/functionality that has passed conformance testing should be available at the device. This aspect may not be considered in the other WGs and should be emphasized in RAN4.
RAN4 to ensure (and to clarify in Option2: performance monitoring-based post-deployment handling) that at least one version of the model/functionality that passed conformance testing shall always be available in the device.
Another alternative solution to the issues identified in Option 2 is to use a proactive verification in the field, i.e., to verify updated/new model/functionality before it is enabled/activated. To achieve that, the device needs to support inference for a several models or versions of functionality available in the device. In this case one model/functionality should be used for inference and the other(s) should be in an inactive or standby mode. 
We foresee that that it could be different ways how inference for the active and standby/inactive model can be arranged. For example, the use of these models can be split in time in two parts:
- Regular inference: The major percentage of total time is used/allocated to make inference of the currently active model/functionality (to support the respective use-case) 
- Validation Inference: The remaining/smaller percentage of the total time is allocated to make inference of the updated/new model/functionality in the device for the purpose of testing/validation in inactive state/mode before that updated/new model/functionality can be activated and replace the currently active model/functionality. 
Note that in this case the model switch time is not negligible, and it is necessary to allocate model switching slot between the regular inference slot and validation inference slot.
If UE is capable of parallel inference for several models provisioning the same functionality, the inference made by the currently active model/functionality will be used to support the use-case whereas the inference made by the updated model/functionality can be used for the testing/validation of the updated model/functionality in inactive state/mode before activation.

In order to validate the new model/functionality before using it in the filed, the UE need to support inference of several models either in consecutive/time splitting manner or in parallel.

RAN4 to consider handling post-deployment verification based on monitoring of updated/new functionality/model in inactive/standby mode along with the inference of the currently used model/functionality.

Data Collection requirements
Data collection mechanisms are still under the discussion in the WG#1 and WG#2, and the discussed solutions lack maturity. However, from the RAN4 point of view we can start the discussion and share our understanding on the different components of data collection and potentially need, or no need, for data collection related requirements.
Firstly, we need to clearly split the discussion in several main directions:
1) Data collection for inference
a. Data collection for inference is much more dynamic and time-critical procedure because it might impact the quality of the prediction provided by the functionality.
i. UE-side ML: the inference data is collected and processed by the UE, following NW provided (measurement) configurations in most of the cases, and potentially from other UE specific information/inputs. The requirements for this data collection are largely out of the 3GPP scope and remain UE implementation specific, assuming the UE is able to apply/use the measurement configuration indicated by the NW.
ii. NW-side ML: the inference data is collected from UE measurement reports and potentially other NW-side information input. The UE provide the measurement reports based on the configuration from the NW. The delays incurred for these reports needs to be captured in RAN4 requirements, on a use case specific manner.
iii. 2-sided ML (CSI compression): the inference data is practically collected at UE-side, as input to the encoder, and at the NW-side as input to the decoder (CSI reports based on the output of the UE encoder). At least the delay incurred for the UE CSI reports, as input to the NW-side decoder, needs to be captured in RAN4 requirements.
2) Data collection for training
a. Training data collection may have different focus, such as accuracy of ground truth and matching in between the data and the labels.
i. UE-side ML: The proprietary nature of the ML models means that the training data collection at the UE-side is also proprietary. The quality of this data is therefore largely, if not exclusively, responsibility of the UE device and UE-vendors implementation. The transfer of such training data via the air-interface might have specification impact as solutions are being discussed in RAN2.
ii. NW-side ML: The proprietary nature of the ML models means that the training data collection at the NW-side is also proprietary. The quality of this data is therefore largely, if not exclusively, responsibility of the NW-vendors implementation.
iii. 2-sided ML: These use cases rely on data collection, and pre-processing, at UE-side and (offline/online) transfer of this data to the NW-side. Regardless of the training type used (joint UE-first, joint NW-first, combined UE-NW-side) the quality of the radio measurements at the UE-side and the corresponding encoder output data are both determined by the UE implementation. 
3) Data collection for performance monitoring
a. Performance monitoring mechanisms might necessitate additional inputs (e.g., availability of measurements/ground truth to compare with) needs to be timely matched with the predictions/outputs of the AI/ML model.
i. UE-side ML: When the NW is monitoring the performance of UE-side ML functionalities, this is based on configured UE reports. These reported KPIs must be available in timely manner at the NW-side such that the NW can take the correct decisions. In the UE-assisted monitoring case, some of monitoring the decisions are left to the UE implementation, based on NW configurations. However, the reported KPIs must still be available in timely manner at the NW-side such that the NW can take the correct decisions.
ii. NW-side ML: The performance monitoring of the NW-side algorithms is implementation specific and does not impact the UE specifications for any of the Release 19 use cases.
iii. 2-sided ML:For 2-sided ML, UE may need to report both legacy reports in a higher granularity format (such as Float 32) as well as AI/ML reports. In case of CSI compression use case, this is represented as KPIDiff = f ( KPIActual , KPIGenie ), where KPIActual is calculated with the output CSI at the NW side and the given ground-truth CSI format and KPIGenie is calculated with output CSI (as for KPIActual) and the ground-truth CSI of Float32.

[bookmark: _Toc163136329][bookmark: _Toc163136330][bookmark: _Toc163136331]In RAN4, requirements on data collection for training, data collection for inference, and monitoring data collection shall be discussed separately.

On data collection for inference
The topic of ‘data collection for inference’ has been discussed in the previous RAN4 meetings, as part of the more general context of potential requirements for data collection. In this section we describe our understanding on how/if ‘data collection for inference’ could be in the scope of RAN4 and propose a way forward.
In the context of ML-enabled functionalities (UE and/or side) it is important to highlight that inputs and outputs to the underlying ML model require certain pre- and post-processing, respectively, to be able to generate the actual output of the functionality (UE report/metric/decision or NW decision/metric). This leads us to the representations in Figure 1, for the three categories of use cases included in Release 19: UE-sided, NW-sided, and 2-sided UE-NW. 
Taking as example the UE-sided case, in Figure 1 we show the radio signals (RS or other) transmitted by the NW, as input to the UE Functionality. We also show the UE reports (configured by the NW, etc.) as the main output of the UE Functionality. These can be the same as in traditional non-ML solutions. The input radio signals are measured by the UE (radio measurements, as in traditional non-ML cases) and the following three processing blocks are ML implementation specific: input data pre-processing, ML model, output data post-processing. Our first main observation is that:
[bookmark: _Toc163136334]For ML-enabled functionalities, even if the internal processing chain in the UE or NW is likely to be more complex and extended with pre/post processing steps before and after the actual ML model, all these steps remain implementation specific and not in the scope of 3GPP specifications.

Secondly, also based on Figure 1, the most logical definition for ‘data collection for inference’ covers the processing steps of radio measurements processing and the input data pre-processing steps, i.e. up to the input of the ML model itself. Given that these block in the processing chain are totally implementation specific and likely of proprietary nature (for both UE and NW side ML solutions), and the actual input to the ML model is not exposed by the UE/NW, 3GPP cannot possibly define any requirements for them.
[bookmark: _Toc163136335]The latency of data collection for inference is hard/impossible to verify in RAN4 especially when it includes the stages or interfaces internal to the device and not defined in 3GPP.

Thirdly, as a much more feasible alternative to the ‘data collection for inference’ requirements discussed so far, we believe RAN4 can address the latency requirements for the entire processing chain, which is highlighted with the red braces for all three cases in Figure 1. For example, for the UE-sided ML, these requirements can be applied for the total latency between the radio signal reception by the UE and the output/reporting by the UE. This approach would be very much like in the traditional non-ML solutions, hence only the values of certain maximum latencies and/or latency tolerances would possibly need to be discussed and changed in RAN4/5 on use case basis. Similar approach can be taken for the NW-sided ML-enabled functionalities. 
For the 2-sided solutions, it is obvious that both UE and NW side would have some latency constraints in their processing chains. Thus, e.g. a maximum latency requirement could be specified including the entire UE chain (same as for UE-sided cases). This requirement would ensure that the input to the NW side processing chain (compressed CSI report) arrives in time such that after the NW-side processing the output is still useful for RRM purposes.
It is more feasible to control the latency in between the radio signal reception by the UE and output/reporting through the standardized 3GPP interfaces, i.e., like in legacy RAN4 core requirements.
RAN4 to focus on the (inference) latency core requirements (i.e., in between the measurements/signalling and reporting) instead of ‘data collection for inference’ requirement and continue the related discussions for each use case separately.



[bookmark: _Ref163131936]Figure 1: Schematic ML processing chains for UE-sided and/or NW-sided ML-enabled functionalities. Red braces demonstrate observable 3GPP-based interfaces.
[bookmark: _Toc163136337][bookmark: _Toc163136338]
On data collection for training
In Rel-18/19, we assume that model training is done offline. Hence, data collection is not time-critical operation. Furthermore, the discussion of the data collection for training requires better understanding of the interface that would be used for that, and this is pending at least on RAN2 discussions. Only if it is agreed that data collection will involve some standardized 3GPP interface (such as MDT) then, the requirements can be discussed further. On the other hand, if data collection outside of 3GPP is allowed, then it will be hard to define any requirements.
Overall, we think that the discussion of data collection for training is not needed in RAN4 at this stage.
RAN4 needs to discuss accuracy and latency requirement on data collection for training only if it is triggered by other WGs.

On data collection for monitoring
Regarding data collection for performance monitoring, we think that this can be prioritised because certain level of alignment will be needed in between the prediction provided by AI/ML functionality and the ground truth or intermediate KPIs provided by monitoring side. One additional aspect is the location of the monitoring functionality, i.e., at the UE (UE-based or UE-assisted) or at the NW side. The need for the requirements will also strongly depend on the mechanisms defined in RAN1. Moreover, it is hard to avoid use-case specificity in those. For example, time scales of performance monitoring can be very different in different use cases.
RAN4 to consider monitoring data collection requirements in a use-case specific manner and based on RAN1 design of the corresponding mechanisms.


On testing goals and definitions
The text capturing the testability goals in Rel-18 TR 38.843 contains several FFS, that could be clarified in RAN4, especially in Option 1:
	For testing goals, Option 1 and/or Option 2 below will be selected depending on the test
· Option 1: The testing goal is to verify whether a specific AI/ML model (if model identification is possible)/functionality can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· Option 2: The testing goal is to verify whether the minimum performance gain of AI/ML model (if model identification is possible) /functionality/feature can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether and how to define non-static specific scenarios/configurations



Firstly, it we see that the definition of Option 1 can be assumed only when model identification is available for the specific use-case. Then, testing of the specific model is not very representative scenarios because it converges to the testing that a given model can be conducted, i.e., executed, by the device. Therefore, the performance evaluation of such a known model becomes a formality. Moreover, if the intention of the companies behind this option to test the reference encoder, then this should be explicitly mentioned in application AI/ML-based CSI compression use-case. 
Testing goal Option 1 is only possible with model identification, and mostly relevant for the specific use-case of two-sided CSI compression. Testing of performance requirement for a known model becomes a formality that only tests the UE hardware.
Therefore, if Option 1 still needs to be kept we then
· Firstly, it cannot be considered as a sufficient to test the whole functionality:
Testing according to Option 1 cannot be sufficient to conclude about the conformance of the whole functionality.
· Secondly, it is not clear what are the criteria that this particular model does not fail. In RAN4, the only way to test the functionality is to compare to the minimum performance requirements. If it is the case then Option 1 converges to Option 2, except that in Option 1 the model is fixed/known.
Hence, we can propose the following updated formulation of Option 1:
RAN4 to consider the following update for testability goal Option1 if it needs to be kept:
Option 1: The testing goal is to verify whether a specific AI/ML model (if model identification is possible), can fulfil minimum requirements specified in RAN4.

Below, the definitions of AI/ML models testing and AI/ML model validation introduced in Section 3.1 of the TR 38.843 [3] are listed:
	· AI/ML model testing: A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.
...
· AI/ML model validation: A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.




These definitions are not introduced in RAN4 and should be reconsidered or at least clarified whether and how they are applicability in RAN4 context. For example, in RAN4, it is obvious that model testing is not the subprocess of model training. Similarly, validation that can be related to generalization/stability testing in RAN4 cannot be the part of training either.
[bookmark: _Toc158917215][bookmark: _Toc163136345]The definitions of AI/ML Model testing and validation introduced in TR 38.843 are not aligned with RAN4. In particular, RAN4 AI/ML-based feature testing cannot be the subprocess of training.
[bookmark: _Toc158917216][bookmark: _Toc163136346]Add a note in the term definitions (Clause 3.1 of TS 38.843) of AI/ML model testing and AI/ML model validation that they are not applicable in RAN4 context.


Reference block diagram for testing functionalities enabled with 1-sided models
In our opinion, the description of the reference block diagram in TR38.843 Section 7.3.2.3.1 [1] does not include sufficient details on the following aspects:
1) The role and meaning of the LCM blocks in the TE and DUT
2) The role and meaning of the AI/ML functions block in the TE 
3) The role and meaning of the Inference block in the DUT
4) The role and meaning of the Verification block in the TE
5) The signaling/messages assumed on the physical links between the TE and DUT

For item 1) we think is important to clarify that the ‘LCM’ block in the TE refers to all required ML-related functions implemented to provide the specified LCM related signaling towards the DUT. Similarly, the ‘LCM’ block in the DUT refers to all required ML-related functions implemented to provide the specified DUT behavior and the specified signaling towards the TE. As such, the scope of RAN4 requirements and testing is to verify that the ML functionality related messages (configuration, monitoring, activation/de-activation/switching) when generated in the TE are correctly interpreted in the DUT and the DUT provides the specified response signaling.
For item 2), based on the 1-sided use cases studied (beam management and positioning) we assume the ‘AI/ML functions’ indicates all the ML functionality management functions to be implemented at the NW side, including the required signaling generation for LCM actions (see item 1). Hence this block, and the testing diagram itself, is valid only if the DUT is the UE.
For item 3) the ‘Inference’ block does not seem to be needed because the model inference is not to be tested directly, and instead the (ML) functionality enabled by an ML model is the object of the RAN4 test requirements. If this block is to be included in the reference diagram, we recommend to link this block more explicitly to the input (signals) from the TE and to the output (signals) towards TE.
For item 4), in our understanding the role of ‘Verification’ block needs to be clarified that it applies to the ML-enabled functionality/Feature being tested in the DUT(UE).
Based on the above clarifications, for item 5) we propose to describe the relevant signalling and logical links between TE and DUT, which are required to perform the test and be able to verify the test requirements are satisfied. We have included these proposed updates in our Figure 2 below.
RAN4 to agree that the reference block diagram in Figure 7.3.2.3-1 in TR38.843 is applicable only for the testing UE-sided use cases, and its description requires further clarifications for the definition of the depicted blocks and links/arrows between them as show in the figure below.

[image: ]
Figure 2: Reference block diagram for testing ML functionalities enabled with UE-sided models only. Update for Figure 7.3.2.3-1 in TR38.843 Section 7.3.2.3.


[bookmark: _Toc116995848]Conclusion
In this paper, we further discuss some of the general aspects of RAN4 requirements/testing of AI/ML based models/functionalities, including discussions on non-static scenarios/configurations, post deployment testing, data collection requirements, testing goals and reference block diagrams.
The following Observations and Proposals were made:
On testing in non-static scenarios/configurations:
[bookmark: _Toc116995849]
Observation 1: Non-static scenarios in RAN4 are required to verify that there is no performance degradation while UE may autonomously switch to different AI/ML models. Different use cases may have different requirements and tests for non-static scenarios due to different performance impacts during transition period of model switching.
Proposal 1: RAN4 should define performance requirements for non-static scenarios/conditions provided that the functionality is not changing/switching during the test and internal model’s transitions are up to the UE.

On post-deployment handling:
Observation 2: Frequent updates to the models/functionality may significantly prolong the turnaround time and testing overhead.
Proposal 2: Conformance testing for updated AI model/functionality before deployment (Option 1) is feasible in the case of infrequent declared centralized changes/updates to the models/functionalities (e.g., based on offline (re)training).
Observation 3: Current Option 2 does not completely address the issue of the use of the models/functionalities in the live network, that have not passed conformance testing.
Proposal 3: RAN4 to ensure (and to clarify in Option2: performance monitoring-based post-deployment handling) that at least one version of the model/functionality that passed conformance testing shall always be available in the device.
Observation 4: In order to validate the new model/functionality before using it in the filed, the UE need to support inference of several models either in consecutive/time splitting manner or in parallel.
Proposal 4: RAN4 to consider handling post-deployment verification based on monitoring of updated/new functionality/model in inactive/standby mode along with the inference of the currently used model/functionality.

On data collection requirements:
Proposal 5: In RAN4, requirements on data collection for training, data collection for inference, and monitoring data collection shall be discussed separately.
Observation 5: For ML-enabled functionalities, even if the internal processing chain in the UE or NW is likely to be more complex and extended with pre/post processing steps before and after the actual ML model, all these steps remain implementation specific and not in the scope of 3GPP specifications.
Observation 6: The latency of data collection for inference is hard/impossible to verify in RAN4 especially when it includes the stages or interfaces internal to the device and not defined in 3GPP.
Observation 7: It is more feasible to control the latency in between the radio signal reception by the UE and output/reporting through the standardized 3GPP interfaces, i.e., like in legacy RAN4 core requirements.
Proposal 6: RAN4 to focus on the (inference) latency core requirements (i.e., in between the measurements/signalling and reporting) instead of ‘data collection for inference’ requirement and continue the related discussions for each use case separately.
Proposal 7: RAN4 needs to discuss accuracy and latency requirement on data collection for training only if it is triggered by other WGs.
Proposal 8: RAN4 to consider monitoring data collection requirements in a use-case specific manner and based on RAN1 design of the corresponding mechanisms.

On testing goals and definitions:
Observation 8: Testing goal Option 1 is only possible with model identification, and mostly relevant for the specific use-case of two-sided CSI compression. Testing of performance requirement for a known model becomes a formality that only tests the UE hardware.
Proposal 9: Testing according to Option 1 cannot be sufficient to conclude about the conformance of the whole functionality.
Proposal 10: RAN4 to consider the following update for testability goal Option1 if it needs to be kept:
Option 1: The testing goal is to verify whether a specific AI/ML model (if model identification is possible), can fulfil minimum requirements specified in RAN4.
Observation 9: The definitions of AI/ML Model testing and validation introduced in TR 38.843 are not aligned with RAN4. In particular, RAN4 AI/ML-based feature testing cannot be the subprocess of training.
Proposal 11: Add a note in the term definitions (Clause 3.1 of TS 38.843) of AI/ML model testing and AI/ML model validation that they are not applicable in RAN4 context.

On reference block diagram for testing functionalities:
Proposal 12: RAN4 to agree that the reference block diagram in Figure 7.3.2.3-1 in TR38.843 is applicable only for the testing UE-sided use cases, and its description requires further clarifications for the definition of the depicted blocks and links/arrows between them as show in the figure below.
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