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1 Introduction
In this contribution, we provide our views about AI/ML RAN4 BM use case.
2 [bookmark: _Hlk92380727]Discussion
0. 2.1 RRM core requirements
Last meeting, the potential impact on RRM requirements was proposed. Here we also provide our initial thinking on the potential impacts to AI/ML BM.
	RRM Req. Category
	RRM procedure
	RAN4 impact

	IDLE state mobility – Cell selection
	Cell selection
	No impact

	IDLE/INACTIVE state mobility – Cell re-selection
	Measurement and evaluation of serving cell
	No impact

	
	Measurements of intra-frequency NR cells
	

	
	Measurements of inter-frequency NR cells/inter-RAT
	

	RRC_CONNECTED state mobility - Handover
	NR Handover
	No impact

	
	Handover to other RATs
	

	
	NR DAPS Handover
	

	
	NR Conditional Handover
	

	
	NR Handover with PSCell
	

	RRC_CONNECTED state mobility - RRC Connection Mobility Control
	SA: RRC Re-establishment
	No impact

	
	Random access
	

	
	SA: RRC Connection Release with Redirection
	

	Timing
	UE Transmit timing
	No impact

	
	UE Timer accuracy
	

	
	Timing advance
	

	
	Cell phase synchronization accuracy
	

	
	Maximum transmission timing difference
	

	
	Maximum receive timing difference
	

	Signaling characteristics 
	SSB /CSI-RS based Radio Link Monitoring
	No impact
1. The SSB/CSI-RS for RLM should be always transmitted by NW as legacy.

	
	Interruption
	No impact

	
	Scell Activation/Deactivation Delay
	

	
	UE UL carrier RRC reconfiguration delay
	

	
	Link recovery procedures (SSB/CSI-RS based beam failure indication, L1 indication, Candidate beam detection)
	No impact on beam failure detection
1. The SSB/CSI-RS for RLM should be always transmitted by NW as legacy.
FFS on candidate beam detection

	
	Active BWP switch delay
	No impact

	
	Active TCI state switching delay
	Impact
1. at least known TCI state condition should be further discussed.

	
	Uplink spatial relation switch delay
	

	
	UE-specific CBW change
	No impact

	
	Pathloss reference signal switching delay
	Impact
1. at least known TCI state condition should be further discussed.

	
	Active downlink TCI switching delay for unified TCI
	

	
	Active uplink TCI switching delay for unified TCI
	

	
	Functionality/Model monitoring procedure
	FFS new requirements

	
	Functionality/Model selection/activation/deactivation/fallback delay
	

	
	Active model switch delay
	

	Measurement procedure
	NR intra-frequency measurements (Number of cells and number of SSB, measurement reporting requirements, etc)
	No impact
1. No impact on L3 measurement

	
	NR inter-frequency measurements
	No impact

	
	Inter-RAT measurements
	

	
	L1-RSRP measurements for reporting
	FFS

	
	Cross link interference measurements
	No impact

	
	L1-SINR measurements for reporting
	

	Measurement performance requirements – NR measurements
	Intra-frequency RSRP accuracy requirements for FR1/FR2
	No impact
1. no impact on L3 measurement

	
	Inter-frequency RSRP accuracy requirements for FR1/FR2
	No impact

	
	RSRP measurement report mapping
	FFS

	
	Intra-frequency RSRQ accuracy requirements for FR1/FR2
	No impact

	
	Inter-frequency RSRQ accuracy requirements for FR1/FR2
	

	
	RSRQ report mapping
	

	
	Intra-frequency SINR accuracy requirements for FR1/FR2
	

	
	Inter-frequency SINR accuracy requirements for FR1/FR2
	

	
	SINR report mapping
	

	
	L1-RSRP accuracy requirements for FR1/FR2
	Depend on which metric to use to test AI/ML BM models

	
	L1-SINR accuracy requirements for FR1/FR2
	No impact


Specially, as AI/ML beam prediction is for the purpose of beam management, there may be some impact on beam management related requirements. For instance, after UE reports the predicted beams or RSRP to NW, NW may activate corresponding reported best-predicted beam. In RAN4, we defined TCI state switching delay requirements. Take the requirements of MAC CE based TCI state activation as an example. The TCI state switch delay is THARQ + 3ms + TL1-RSRP +TOuk*(Tfirst-SSB+ TSSB-proc) / NR slot length, where TL1-RSRP = 0 for known TCI state and TL1-RSRP equals to L1 measurement delay in FR2 for unknown TCI state. If the TCI state is unknown, the switching delay would be long. One of the conditions of known TCI state is that UE has sent at least 1 L1-RSRP report for the target TCI state before the TCI state switch command in 1280ms. The question here is whether the predicted beam is known or unknown if a prediction report is sent recently. Next, we would like to provide our views.

As UE is the one who performs TCI state switching, when talking about known condition, the corresponding TCI state should be actually known from UE side. At least two conditions shall be met in FR2. One is that SINR of the corresponding RS cannot be too low. Another is that UE knows its Rx beam for reception (for DL TCI state activation). To meet the 2nd condition, a TCI state is known only if UE has measured the corresponding RS and reported the measured result in last 1280ms before TCI state switching command. Here if the beam to switch to does not belong to set B, even there is a prediction report but UE may not know which Rx beam to use for DL reception. Note that in the WID only DL Tx beam prediction is in scope and Rx beam prediction is not mandated as shown below.

	From WID:
1. Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
0. Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
0. Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
0. Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
0. Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2


 
[bookmark: OLE_LINK63][bookmark: OLE_LINK86]Observation 1: Only DL Tx beam prediction is in scope and Rx beam prediction is not for both spatial-domain and temporal beam prediction. 
Proposal 1: The TCI state QCL to an RS that is not in Set B is unknown if no L1 measurement is performed by UE within 1280ms before TCI state activation. 
 
[bookmark: OLE_LINK48][bookmark: OLE_LINK50]For the TCI state whose QCL source RS belongs to Set B, if it is spatial-domain beam prediction, the TCI state can be viewed as known if the corresponding predicted beam is reported in 1280ms. If it is temporal beam prediction, we should use the last observation occasion (T3) instead of the reported occasion as shown in Figure 3. The reason lies in that the time gap between T3 and T4 may be too long to ensure Rx beam unchanged. The report occasion may be close to T4.


[image: ]

Figure 3. Illustration for AI/ML temporal beam prediction
 
[bookmark: OLE_LINK87]Proposal 2: The TCI state which is QCL to an RS in Set B is known:
1. if the corresponding predicted beam is reported in 1280ms before the TCI state switch command and SNR of the RS is above -3dB for spatial-domain beam prediction.
1. if the last observation occasion is within 1280ms before the TCI state switch command and SNR of the RS is above -3dB for temporal beam prediction.

0. [bookmark: OLE_LINK32]2.2 Ground Truth and Testability
Considering UE-sided model and FR2 test, the possible test procedures for AI/ML BM performance testing are shown as follows: 
1. [bookmark: OLE_LINK6]Before the testing, the AI/ML models are offline trained. 
2. During the testing, beams in set B are transmitted from TE to the DUT, i.e., UE, in the chamber through air interface. 
3. DUT performs measurement on beams in set B to obtain inference data. 
4. DUT reports the results, e.g., predicted Top-1/Top-K beam index or predicted L1-RSRP in set A, to TE for performance verification. 
5. TE decides if the DUT passes the tests based on the defined metrics. 
[bookmark: OLE_LINK11]In above procedures, there are two options for data used in training, inference, and performance evaluation:
· [bookmark: OLE_LINK10][bookmark: OLE_LINK33]Option 1: Measured L1-RSRP which contains measurement error
· [bookmark: OLE_LINK13]Option 2: Ideal L1-RSRP set by TE
The data for inference are obtained by measuring the beams in set B transmitted from TE. Therefore, the measured L1-RSRP will contains measurement errors.
[bookmark: OLE_LINK51][bookmark: OLE_LINK88][bookmark: OLE_LINK9][bookmark: OLE_LINK3][bookmark: OLE_LINK12]Observation 2: Considering the UE-sided model and FR2 test, the data for inference are obtained by measuring the beams in set B transmitted from TE. Therefore, the measured L1-RSRP will anyway contains measurement errors.
[bookmark: OLE_LINK20][bookmark: OLE_LINK18][bookmark: OLE_LINK22]For AI/ML model training, it will be easy for training data collection if we use the ideal L1-RSRP. However, during the test or in the field, the inference input to the AI/ML model is measured L1-RSRP, not ideal L1-RSRP. The mismatch between the data for training and inference may cause performance degradation. 
[bookmark: OLE_LINK58][bookmark: OLE_LINK17]Observation 3: Either ideal L1-RSPR or measured L1-RSRP could be used for offline training.
[bookmark: OLE_LINK21]Observation 4: It will be easy for training data collection if we use the ideal L1-RSRP generating from channel emulator.
Observation 5: During the test or in the field, the inference input to the AI/ML model is measured L1-RSRP, not ideal L1-RSRP. If the AI/ML model is trained with ideal L1-RSRP, it may cause performance degradation due to the mismatch between the data for training and inference.
[bookmark: OLE_LINK56][bookmark: OLE_LINK54][bookmark: OLE_LINK53][bookmark: OLE_LINK52][bookmark: OLE_LINK5]To verify the performance for AI/ML BM, TE must have the predicted L1-RSRP reported from UE and the so-called “ground truth” to derive test metrics. It is also possible to consider both options, i.e., ideal or measured L1-RSRP, in the calculation of test metrics. For the case of measure L1-RSRP, even though the measured L1-RSRP in set A at the TE side can be obtained by the report from the UE side, it will complicate the whole testing process as UE needs to measure all beams in set A. 
[bookmark: OLE_LINK27][bookmark: OLE_LINK59][bookmark: OLE_LINK26][bookmark: OLE_LINK40]Observation 6: Either ideal L1-RSPR or measured L1-RSRP could be used as ground truth for performance evaluation.
[bookmark: OLE_LINK55]Observation 7: Even though the measured L1-RSRP in set A at the TE side for performance evaluation can be obtained by the report from the UE side, it will complicate the whole testing process as UE needs to measure all beams in set A.
[bookmark: OLE_LINK42]The ideal L1-RSPR can be obtained from current channel models in TR 38.901. However, in reality, the L1-RSRP at UE side is by measurement and will anyway include measurement error. We propose simulation results by considering ideal L1-RSRP and measured L1-RSRP. For measured L1-RSRP, we also investigate different modelling of measurement error, i.e., BB error or BB+RF error. For RF error, it is assumed that if UE uses the same Rx chain to calculate L1-RSRP over different Tx beam, then the RF error assumed to be the same. We consider the following error distribution in our simulation.
· [bookmark: OLE_LINK30]BB error 
· [bookmark: OLE_LINK31]BB error is sampled from single Gaussian distribution with 95% samples in ±2dB
· BB + RF error
· BB error is sampled from single Gaussian distribution with 95% samples in ±2dB
· [bookmark: OLE_LINK29]RF error (specific bias for each Rx) is sampled from single Gaussian distribution with 95% samples in ±4dB
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	[bookmark: OLE_LINK24]Figure 1. Measured L1-RSRP by consdiering BB error
	Figure 2. Measured L1-RSRP by consdiering BB + RF error


[bookmark: OLE_LINK38]Table 1. Simulation results for ideal L1-RSRP and measured L1-RSRP in AI/ML BM
	
	Ideal L1-RSRP
	Measured L1-RSRP
BB error
	Measured L1-RSRP
BB + RF error

	Top-1 prediction accuracy (%)
	71.9
	58.6
	48.4

	Top-5/1 prediction accuracy (%)
	94.2
	91.2
	84.2


[bookmark: OLE_LINK57]Take BM-Case 1 as an example, the AI/ML model predicts set A from set B by learning the spatial domain correlation between set B and set A. However, the measurement noise will degrade the correlation among set A and set B. From our results, it shows a large difference between ideal L1-RSPR and measured L1-RSRP.
[bookmark: OLE_LINK60][bookmark: OLE_LINK8][bookmark: OLE_LINK15]Observation 8: From our simulation results, there is a large inference performance difference between ideal L1-RSPR and measured L1-RSRP.
[bookmark: OLE_LINK7][bookmark: OLE_LINK16][bookmark: OLE_LINK23]Proposal 3: Based on observations 2~8, we suggest RAN4 to investigate the testability of ideal L1-RSRP and measured L1-RSRP in the BM performance test.
[bookmark: OLE_LINK14][bookmark: OLE_LINK36][bookmark: OLE_LINK4][bookmark: OLE_LINK37]In Table 1, it also shows non-negligible difference between two different measurement error modelling. Therefore, RAN4 should conclude the error modelling when deriving the requirements as different measurement error modelling results in different requirements. 
[bookmark: OLE_LINK41][bookmark: OLE_LINK45][bookmark: OLE_LINK61][bookmark: OLE_LINK46]Observation 9: From our simulation results, there is a non-negligible difference between different measurement error modelling when considering measured L1-RSRP.
[bookmark: OLE_LINK44]Proposal 4: If RAN4 agreed to use measured L1-RSRP in BM test, RAN4 should conclude the error modelling when deriving the requirements.
[bookmark: OLE_LINK25][bookmark: OLE_LINK34][bookmark: OLE_LINK35][bookmark: OLE_LINK39][bookmark: OLE_LINK47][bookmark: OLE_LINK49]During the discussion of RAN4, companies raised concerns regarding the limited number of FR2 beams that TE can support. Even if TE ensures sufficient FR2 beams for BM testing, the chamber and beam patterns from different TEs may lead to different test results. Also, different UE implementation will also result in distinct L1-RSRP measurement error. Based on our results, it also impacts the results. RAN4 define performance requirements based on the simulations with some assumptions. The most crucial thing is how to verify the assumptions used for simulation to reflect the real correlation and measurement noise for set A and set B when UE is tested in an anechoic chamber. 
[bookmark: OLE_LINK43][bookmark: OLE_LINK62][bookmark: OLE_LINK92]Observation 10: Different TE and UE implementation may impact the inference performance of AI/ML BM.
Proposal 5: RAN4 to discuss how to verify the assumptions used for simulation to reflect the real correlation and measurement noise for set A and set B when UE is tested in an anechoic chamber.
2.3 Test Metric
In TR38.843, there are lots of options for the test metric of AI/ML based beam management. 
	[bookmark: OLE_LINK68]For metrics for beam management requirements/tests, the following test metrics are identified and could be considered
-	Option 1: RSRP accuracy
[bookmark: OLE_LINK76]-	Option 2: Beam prediction accuracy
-	Top-1 (%) : the percentage of "the Top-1 strongest beam is Top-1 predicted beam"
[bookmark: OLE_LINK28][bookmark: OLE_LINK74]-	Top-K/1 (%) : the percentage of "the Top-1 strongest beam is one of the Top-K predicted beams"
-	Top-1/K (%) : the percentage of "the Top-1 predicted beam is one of the Top-K strongest beams"
[bookmark: OLE_LINK80][bookmark: OLE_LINK79]-	Option 3: The successful rate for the correct prediction which is considered as maximum RSRP among top-K predicted beams is larger than the RSRP of the strongest beam – x dB, 
-	Related measurement accuracy can be considered to determine x
-	Option 4: combinations of above options


[bookmark: OLE_LINK65][bookmark: OLE_LINK75][bookmark: OLE_LINK67][bookmark: OLE_LINK69][bookmark: OLE_LINK66][bookmark: OLE_LINK71]We need to have a clear definition of the ground truth for the derivation of test metric. For Option 2 and Option 3, the metric calculation is based on the beam index of the Top-1/Top-K predicted beams and strongest beams. The beam index of the Top-1/Top-K predicted beams is clearly defined, which is based on the output of AI/ML model. However, the definition of the Top-1/Top-K strongest beams is not so clear as the strongest beam could be ideal strongest or measured strongest beam. 
[bookmark: OLE_LINK70][bookmark: OLE_LINK93]Observation 11: The definition of strongest beam in metrics for beam management requirements/tests is not clear. It could be ideal strongest or measured strongest beam.
[bookmark: OLE_LINK82][bookmark: OLE_LINK83][bookmark: OLE_LINK72]Proposal 6: RAN4 should clearly define the ground truth in AI/ML BM testing. To discuss the strongest beam is ideal or measured strongest beam.
The Option 3 is similar to the KPI “Top-1(%) with 1dB margin” in RAN1 and the ideal L1-RSRP of Top-1 predicted beam is used.
	KPI
	Description/Definition

	Beam prediction accuracy (%)
	[bookmark: OLE_LINK77]Top-1(%) with 1dB margin
	the percentage of the Top-1 predicted beam “whose ideal L1-RSRP is within 1dB of the ideal L1-RSRP of the Top-1 genie-aided beam”


[bookmark: OLE_LINK78][bookmark: OLE_LINK81]In Option 3, the maximum RSRP among top-K predicted beams is used. It is also not clear the “maximum RSRP” is the maximum ideal L1-RSRP or the maximum predicted L1-RSRP of the top-K predicted beams.
[bookmark: OLE_LINK94][bookmark: OLE_LINK84][bookmark: OLE_LINK85]Observation 12: In Option 3, the definition of maximum RSRP among top-K predicted beams is not clear. It could be the maximum ideal L1-RSRP or the maximum predicted L1-RSRP of the top-K predicted beams.
Proposal 7: RAN4 should clearly define the maximum RSRP among top-K predicted beams in Option 3. To discuss “maximum RSRP” is the maximum ideal L1-RSRP or the maximum predicted L1-RSRP of the top-K predicted beams.
[bookmark: OLE_LINK64]2.4 Generalization in AI/ML BM case
There are lots of generalization aspects were evaluated in RAN1 [1].
	-	Scenarios
[bookmark: OLE_LINK90]-	Various deployment scenarios,
-	e.g., UMa, UMi 
-	e.g., 200m ISD or 500m ISD 
-	Various outdoor/indoor UE distributions, e.g., 100%/0%, 20%/80%, and others
[bookmark: OLE_LINK91]-	Various UE mobility (for BMCase-2 only), 
-	e.g., 30km/h, 60km/h and others
-	Configurations (parameters and settings)
-	Various UE parameters, 
-	e.g., UE codebook 
-	e.g., UE antenna array dimensions
-	e.g., different number beams in a seen UE codebook when inference using a subset of Rx beams of training
[bookmark: OLE_LINK122]-	Various gNB settings, 
[bookmark: OLE_LINK89]-	e.g., DL Tx beam codebook
-	e.g., gNB antenna array dimensions
-	Various Set A of beam(pairs) 
-	Various Set B of beam (pairs)


[bookmark: OLE_LINK121][bookmark: OLE_LINK115][bookmark: OLE_LINK95][bookmark: OLE_LINK96]We use two different gNB beam structures to evaluate the AI model’s generalization capability. There are 8 beams in horizontal and 4 beams in vertical for the first gNB beam structure (denoted as H8V4). For the second gNB beam structure, there are 16 beams in horizontal and 2 beams in vertical (denoted as H16V2). With different gNB beam structures during the AI/ML model training phase and testing phase, the DL Tx beam prediction performance is conducted with the following cases.
· [bookmark: OLE_LINK101][bookmark: OLE_LINK97][bookmark: OLE_LINK98][bookmark: OLE_LINK117]Generalization Case 1: The training data samples of the AI/ML model are generated based on the gNB beam structures of H8V4/H16V2. The testing data samples of the AI/ML model are generated based on the gNB beam structure of H8V4/H16V2.
· [bookmark: OLE_LINK116][bookmark: OLE_LINK102]Generalization Case 2: The training data samples of the AI/ML model are generated based on the gNB beam structures of H16V2/H8V4. The testing data samples of the AI/ML model are generated based on the gNB beam structure of H8V4/H16V2.
· [bookmark: OLE_LINK119][bookmark: OLE_LINK120]Generalization Case 3: The training data samples of the AI/ML model are mixed data samples, which are generated based on the two different gNB beam layouts of H8V4 and H16V2. The testing data samples of the AI/ML model are generated based on the gNB beam structure of H8V4 or H16V2.

Table x: Generalization results for different gNB beam structures 
	Generalization case
	training and testing data samples 
	Top-1/-3/-5 acc [%]

	Generalization Case 1
	[bookmark: OLE_LINK123]training data samples: H8V4
[bookmark: OLE_LINK103]testing data samples: H8V4
	71.2/92.2/97.1

	
	training data samples: H16V2
testing data samples: H16V2
	63.7/91.3/96.6

	Generalization Case 2
	[bookmark: OLE_LINK104]training data samples: H16V2
testing data samples: H8V4
	21.6/38.4/50.7

	
	[bookmark: OLE_LINK105]training data samples: H8V4
[bookmark: OLE_LINK106]testing data samples: H16V2
	16.4/35.6/45.9

	Generalization Case 3
	[bookmark: OLE_LINK107]training data samples: H8V4 and H16V2
testing data samples: H8V4
	69.9/91.0/95.2

	
	training data samples: H8V4 and H16V2
testing data samples: H16V2
	65.0/88.8/95.5



[bookmark: OLE_LINK125][bookmark: OLE_LINK124]From our simulation results, it shows that the performance of generalization case 2 is very worse. If the training data samples and the testing data samples are generated under different gNB beam structures, a significant performance loss is observed. Therefore, RAN4 needs to carefully discuss on which aspect to consider generalization for AI/ML BM.
[bookmark: OLE_LINK99]Observation 13: If the training data samples and the testing data samples are generated under different gNB beam structures, a significant performance loss is observed.
[bookmark: OLE_LINK126]Proposal 8: RAN4 to carefully discuss on which aspect to consider generalization for AI/ML BM, e.g., DL Tx beam codebook, deployment scenarios, and UE mobility.
3 Conclusion
In this contribution, we provide our views for AI/ML BM use case. Observations and proposals are summarized as follows.
Observation 1: Only DL Tx beam prediction is in scope and Rx beam prediction is not for both spatial-domain and temporal beam prediction. 
Proposal 1: The TCI state QCL to an RS that is not in Set B is unknown if no L1 measurement is performed by UE within 1280ms before TCI state activation.
Proposal 2: The TCI state which is QCL to an RS in Set B is known:
1. if the corresponding predicted beam is reported in 1280ms before the TCI state switch command and SNR of the RS is above -3dB for spatial-domain beam prediction.
1. if the last observation occasion is within 1280ms before the TCI state switch command and SNR of the RS is above -3dB for temporal beam prediction.
Observation 2: Considering the UE-sided model and FR2 test, the data for inference are obtained by measuring the beams in set B transmitted from TE. Therefore, the measured L1-RSRP will anyway contains measurement errors.
Observation 3: Either ideal L1-RSPR or measured L1-RSRP could be used for offline training.
Observation 4: It will be easy for training data collection if we use the ideal L1-RSRP generating from channel emulator.
Observation 5: During the test or in the field, the inference input to the AI/ML model is measured L1-RSRP, not ideal L1-RSRP. If the AI/ML model is trained with ideal L1-RSRP, it may cause performance degradation due to the mismatch between the data for training and inference.
Observation 6: Either ideal L1-RSPR or measured L1-RSRP could be used as ground truth for performance evaluation.
Observation 7: Even though the measured L1-RSRP in set A at the TE side for performance evaluation can be obtained by the report from the UE side, it will complicate the whole testing process as UE needs to measure all beams in set A.
Observation 8: From our simulation results, there is a large inference performance difference between ideal L1-RSPR and measured L1-RSRP.
Proposal 3: Based on observations 2~8, we suggest RAN4 to investigate the testability of ideal L1-RSRP and measured L1-RSRP in the BM performance test.
Observation 9: From our simulation results, there is a non-negligible difference between different measurement error modelling when considering measured L1-RSRP.
Proposal 4: If RAN4 agreed to use measured L1-RSRP in BM test, RAN4 should conclude the error modelling when deriving the requirements.
Observation 10: Different TE and UE implementation may impact the inference performance of AI/ML BM.
Proposal 5: RAN4 to discuss how to verify the assumptions used for simulation to reflect the real correlation and measurement noise for set A and set B when UE is tested in an anechoic chamber.
Observation 11: The definition of strongest beam in metrics for beam management requirements/tests is not clear. It could be ideal strongest or measured strongest beam.
Proposal 6: RAN4 should clearly define the ground truth in AI/ML BM testing. To discuss the strongest beam is ideal or measured strongest beam.
Observation 12: In Option 3, the definition of maximum RSRP among top-K predicted beams is not clear. It could be the maximum ideal L1-RSRP or the maximum predicted L1-RSRP of the top-K predicted beams.
Proposal 7: RAN4 should clearly define the maximum RSRP among top-K predicted beams in Option 3. To discuss “maximum RSRP” is the maximum ideal L1-RSRP or the maximum predicted L1-RSRP of the top-K predicted beams.
Observation 13: If the training data samples and the testing data samples are generated under different gNB beam structures, a significant performance loss is observed.
Proposal 8: RAN4 to carefully discuss on which aspect to consider generalization for AI/ML BM, e.g., DL Tx beam codebook, deployment scenarios, and UE mobility.
4 Reference
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