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Introduction
A follow-up Release 19 new study item “Study on enhancements for Artificial Intelligence (AI)/Machine Learning (ML) for NG-RAN” was approved in RAN#102 [1].
During the last RAN3#123bis meeting, the following agreements and FFS were captured:
Capture the use case description of AI/ML assisted network slicing in TR.
The deployment below of AI/ML function is applied to AI/ML based network slicing:
- AI/ML Model Training is located in OAM, and AI/ML Model Inference is located in NG-RAN node (gNB-CU).
- AI/ML Model Training and AI/ML Model Inference are both located in the NG-RAN node (gNB-CU).
Measured/predicted slice-level radio resource status, and measured/predicted slice available capacity can be transferred between NG-RAN nodes to assist AI/ML network slicing.
Consider the RAN input information for AI/ML model inference in RAN during Rel-19. Input information from CN if available may be studied. 
NG-RAN may need following information as input data for AI/ML-based network slicing:
-	From local node:
	-	Legacy predicted UE trajectory
-	From UE:
	-	UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements 
AI/ML-based network slicing model in NG-RAN node can generate following information as output:
· Resource management within RRM policy (Internal output)
· Slice aware mobility decisions (Internal output) 
Following feedback can be considered to be collected from NG-RAN nodes:
-	Legacy UE performance feedback for those UEs handed over from the source NG-RAN node
In this paper, we provide our understanding of AI/ML based Network Slicing.
Discussion
During RAN3#123bis, RAN3 has agreed that the deployment of AI/ML function follows the R18 mechanism, which the AI/ML model inference located in gNB-CU for split architecture. And whether AI/ML model inference is located in the gNB-DU does not reached any consensus during the offline discussion of R18 Leftovers topic. Based on the discussion, we propose to focus on the non-split architecture for AI/ML-based network slicing use case first.
Proposal 1: Focus on the non-split architecture for AI/ML-based network slicing use case first.

Input information:
For the input/output/feedback information, some information has been agreed. And during the RAN3#123bis offline discussion, some required information has been discussed, the current/predicted UE traffic, SLA fulfillment prediction also mentioned to be included as required information. 
As in RAN slicing, the support of network slicing relies on the principle that traffic for different slices is handled by different PDU sessions, and the traffic can be used by the NG-RAN node to select the appropriate configuration for each network slice. When extended to AI/ML enabled network slice, we think that the current/predicted UE traffic is beneficial for the AI/ML model to optimize network slice resource allocation. Also, except the AI/ML-based slice resource allocation, the slice level mobility optimization can also be discussed, which including load balancing and mobility optimization. And the current/predicted UE traffic is considered as input information in TR 37.817, so for the use case of slicing, we believe that UE traffic can also be considered as required information.
Observation 1: The traffic can be used by the NG-RAN node to select the appropriate configuration for each network slice. When extended to AI/ML enabled network slice, the current/predicted UE traffic is beneficial for the AI/ML model to optimize network slice resource allocation.
Proposal 2: Include the current/predicted UE traffic as input information for AI/ML-based network slice.
For SLA fulfillment prediction, from our understanding, it can be used to evaluate whether the local/neighboring node can provide required slice resources, or whether SLA required by the UE can be fulfilled. However, as the slice-level radio resource status is agreed to be predicted by the neighbor nodes and provides to the local node in last meeting, it can be compared with the resource status used in the local node and the local node will evaluate whether the neighbor node(s) can fulfilled the required SLA. So, we think that whether other benefits to include the SLA fulfillment prediction as required information needs to be discussed.
Observation 2: The effect of including SLA fulfillment prediction can be achieved by comparing the predicted slice-level radio resource status from neighbor node(s) with the resource status used in the local node.
Proposal 3: No need to include SLA fulfillment prediction as input information.

Feedback information
For the feedback information, legacy UE performance feedback has been agreed to be collected from NG-RAN nodes, but whether finer UE performance granularity is needed has not been discussed. In our opinion, for the AI/ML-based network slicing, the finer granularity of UE performance needs to be considered. As for the handover UE, this use case considers the slice level UE handover, and the slice level radio resource status has been agreed to be transferred between NG-RAN nodes to assist AI/ML network slicing, only legacy UE performance is not enough. Finer granularity UE performance feedback, such as the UE performance per slice per UE, i.e. the service performance, needs to be collected to evaluate whether the handover based on the AI/ML model inference make UE experience severe service performance degradation.
Proposal 4: The UE performance per slice per UE, i.e. service performance, proposes to be collected as feedback information.

Others
Then, for the coordination with CN, we think that it’s too early to discuss which CN information is beneficial for the RAN side AI/ML model inference. And we propose to focus on the RAN part for the AI/ML-based network slicing use case.
Proposal 5: Focus on the RAN part first for AI/ML enabled network slice use case first.

Signalling procedure
In last meeting, the following agreement has been captured.
The deployment below of AI/ML function is applied to AI/ML based network slicing:
- AI/ML Model Training is located in OAM, and AI/ML Model Inference is located in NG-RAN node (gNB-CU).
- AI/ML Model Training and AI/ML Model Inference are both located in the NG-RAN node (gNB-CU).

For non-split architecture, the solutions and procedure for Model training in OAM and inference in NG-RAN is illustrated in figure 1.


Figure 1: Model training in OAM and inference in NG-RAN
Step 1: The NG-RAN node 1 configures the UE to provide measurements and/or location information (e.g., RRM measurements, MDT measurements, velocity, position).
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3: The UE sends the measurement report message(s) to NG-RAN node 1.
Step 4: NG-RAN node 1 further sends UE measurement reports together with other input data for Model Training to OAM. NG-RAN node 2 also sends input data for Model Training to OAM.
Step 5: Model Training at OAM. Required measurements and input data from other NG-RAN nodes are leveraged to train AI/ML models for network slicing.
Step 6: OAM deploys/updates AI/ML model into the NG-RAN node(s). The NG-RAN node can also continue model training based on the received AI/ML model from OAM.
Step 7: UE sends the UE measurement report(s) to NG-RAN node 1.
Step 8: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based network slicing. 
Step 9: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2 and UE, NG-RAN node 1 generates model inference output(s). 
Step 10: NG-RAN node 1 executes AI-based network slicing actions according to the model inference output. 
Step 11: NG-RAN node 1/2 provides feedback to OAM.

Model training and inference in NG-RAN node is illustrated in figure 2: 


Figure 2: Model training and inference in NG-RAN
Step 1: The NG-RAN node 1 configures the UE to provide measurements and/or location information (e.g., RRM measurements, MDT measurements, velocity, position).
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3: The UE sends the measurement report message(s) to NG-RAN node 1.
Step 4: NG-RAN node 2 sends input data for Model Training to NG-RAN node 1.
Step 5: An AI/ML Model Training is located at NG-RAN node 1. The required measurements and input data from other NG-RAN nodes are leveraged to train the AI/ML model. 
Step 6: UE sends the UE measurement report(s) to NG-RAN node 1.
Step 7: NG-RAN node 2 sends the input information to NG-RAN node 1 for AI-based network slicing inference. 
Step 8: NG-RAN node 1 performs model inference and generate network slicing resource allocation predictions or decisions.
Step 9: NG-RAN node 1 executes AI-based network slicing actions according to the model inference output.
Step 10: NG-RAN node 2 sends feedback information to NG-RAN node 1.
Proposal 6: Capture the above procedures in TR 38.743 for AI-based network slicing.

Based on the above discussion, we provide a TP for TR38.743 in Annex.
Proposal 7: Agree the TP in Annex for TR 38.743.

Conclusion
In this contribution, we propose the following proposals:
Proposal 1: Focus on the non-split architecture for AI/ML-based network slicing use case first.
Observation 1: The traffic can be used by the NG-RAN node to select the appropriate configuration for each network slice. When extended to AI/ML enabled network slice, the current/predicted UE traffic is beneficial for the AI/ML model to optimize network slice resource allocation.
Proposal 2: Include the current/predicted UE traffic as input information for AI/ML-based network slice.
Observation 2: The effect of including SLA fulfillment prediction can be achieved by comparing the predicted slice-level radio resource status from neighbor node(s) with the resource status used in the local node.
Proposal 3: No need to include SLA fulfillment prediction as input information.
Proposal 4: The UE performance per slice per UE, i.e. service performance, proposes to be collected as feedback information.
Proposal 5: Focus on the RAN part first for AI/ML enabled network slice use case first.
Proposal 6: Capture the above procedures in TR 38.743 for AI-based network slicing.
Proposal 7: Agree the TP in Annex for TR 38.743.
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Annex: TP for 38.743
[bookmark: _Toc129708875][bookmark: _Toc163479939]4.1	AI/ML based Network Slicing
[bookmark: _Toc163479940]4.1.1	Use case description
Editor Note: Capture the description of use case
[bookmark: _Toc163479941]Support of network slicing in NG-RAN is defined in TS38.300 [x].
The NG-RAN plays a key role in taking mobility, load balancing and Radio Resources Management decisions for the purpose of meeting target requirements derived from the SLA of each supported network slice.
AI/ML function can analyze metrics related to network and UE level performance related to perform optimal resource management and mobility decisions for network slicing to meet the requirements.
4.1.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
4.1.2.1	Locations for AI/ML Model Training and AI/ML Model Inference
The following solutions can be considered for supporting AI/ML-based network slicing:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
-	AI/ML Model Training and AI/ML Model Inference are both located in the gNB.
In case of CU-DU split architecture, the following solutions are possible:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
-	AI/ML Model Training and Model Inference are both located in the gNB-CU.

For AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB:


Figure 1: Model training in OAM and inference in NG-RAN
Step 1: The NG-RAN node 1 configures the UE to provide measurements and/or location information (e.g., RRM measurements, MDT measurements, velocity, position).
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3: The UE sends the measurement report message(s) to NG-RAN node 1.
Step 4: NG-RAN node 1 further sends UE measurement reports together with other input data for Model Training to OAM. NG-RAN node 2 also sends input data for Model Training to OAM.
Step 5: Model Training at OAM. Required measurements and input data from other NG-RAN nodes are leveraged to train AI/ML models for network slicing.
Step 6: OAM deploys/updates AI/ML model into the NG-RAN node(s). The NG-RAN node can also continue model training based on the received AI/ML model from OAM.
Step 7: UE sends the UE measurement report(s) to NG-RAN node 1.
Step 8: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based network slicing. 
Step 9: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2 and UE, NG-RAN node 1 generates model inference output(s). 
Step 10: NG-RAN node 1 executes AI-based network slicing actions according to the model inference output. 
Step 11: NG-RAN node 1/2 provides feedback to OAM.

For AI/ML Model Training and AI/ML Model Inference are both located in the gNB: 


Figure 2: Model training and inference in NG-RAN
Step 1: The NG-RAN node 1 configures the UE to provide measurements and/or location information (e.g., RRM measurements, MDT measurements, velocity, position).
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3: The UE sends the measurement report message(s) to NG-RAN node 1.
Step 4: NG-RAN node 2 sends input data for Model Training to NG-RAN node 1.
Step 5: An AI/ML Model Training is located at NG-RAN node 1. The required measurements and input data from other NG-RAN nodes are leveraged to train the AI/ML model. 
Step 6: UE sends the UE measurement report(s) to NG-RAN node 1.
Step 7: NG-RAN node 2 sends the input information to NG-RAN node 1 for AI-based network slicing inference. 
Step 8: NG-RAN node 1 performs model inference and generate network slicing resource allocation predictions or decisions.
Step 9: NG-RAN node 1 executes AI-based network slicing actions according to the model inference output.
Step 10: NG-RAN node 2 sends feedback information to NG-RAN node 1.

4.1.2.4	Input data of AI/ML based Network Slicing:
To predict the optimized network slicing decisions, a gNB may need the following information as input data for AI/ML-based network slicing:
From local node: 
-	Measured/Predicted radio resource status per slice
-	Measured/Predicted slice available capacity
-	Legacy predicted UE trajectory
-	Current/predicted UE traffic

From neighbouring gNBs:
-	Measured/Predicted radio resource status per slice
-	Measured/Predicted slice available capacity

From the UE:
-	UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements
4.1.2.5	Output data of AI/ML based Network Slicing:
AI/ML-based network slicing model in a gNB can generate following information as output:
· Predicted radio resource status per slice
· Predicted slice available capacity
· Resource management decisions for resources within RRM policies (used by gNB internally)
· Slice aware mobility decisions (used by gNB internally)

4.1.2.6	Feedback of AI/ML based Network Slicing:
To optimize the performance of AI/ML-based network slicing model, following feedback can be considered to be collected from gNBs:
· Measured Radio resource status per slice 
· Measured Slice available capacity 
· Legacy UE performance feedback for those UEs handed over from the source gNB
· UE performance per slice per UE

4.1.2.7	Potential standard impacts:
Following standard impacts is listed for subsequent Rel-19 normative work compared with what was specified during Rel-18.
Xn interface:
· Enhanced existing procedure to collect predicted information between gNBs:
· Predicted radio resource status per slice
Predicted slice available capacity
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