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1. [bookmark: _Ref174151459][bookmark: _Ref189809556]Introduction
A new SID for additional topological enhancements [1] has been approved to be discussed in Rel-19, and following detail objectives are identified for 5G Femto fucus on RAN3. 
	-	Study the overall RAN architecture and required functional and procedural impacts for supporting 5G Femto deployments [RAN3]. 
-	Study how to define the 5G access control mechanism by (re-)using the existing CAG functionality and identify needed enhancements (if any) [RAN3].
-	Clarify the access to local services from the 5G Femto via collocated local UPF and identify issues, if any [RAN3].
NOTE 1: The study involves a gap analysis of existing 5G functionality with HomeNB functionality.
NOTE 2: No impact on the UE.
NOTE 3: Coordination with other WGs (e.g. SA2) when needed.


In this contribution, architecture for NR Femto is discussed based on the basis of 4G Home eNB.
2. Discussion
[bookmark: OLE_LINK8]Xn interface between NR Femto node and gNB
As agreed in RAN3 #123bis meeting, following 4 candidate architecture options had been captured in the TR 38.799 [2] for connection of NR Femto node to the 5GC.
· Option 1: NR Femto node connects to the 5GC directly as a gNB by means of the NG interface.
· Option 2: NR Femto node connects to the 5GC via a NR Femto Gateway.
· Option 3: NR Femto node connects to the 5GC via an SCTP concentrator acts as an IP proxy between an NR Femto node and the AMF.
· Option 4: NR Femto node is a gNB-DU, and the gNB-CU is used as the concentration node for connecting the NR Femto nodes to 5GC on both control plane and user plane.
While for the Xn interface of NR Femto node, it’s still to be FFS.
	5G Femto Architecture options for the Xn are to be continued and discussed separately.


For Option 1, the NR Femto node connects to the 5GC directly as a gNB without the Gateway, therefore, the Xn interface between the NR Femto node and a gNB is the same as the Xn interface between two gNBs.
Proposal 1: For Option 1, the Xn interface between an NR Femto node and a gNB is the same as the Xn interface between two gNBs.
For Option 2, to support a large number of NR Femto nodes in a scalable manner, an NR Femto Gateway is deployed between the NR Femto node and the 5GC, which similar to the architecture of 4G HeNB GW. In the same way as X2 GW, an Xn GW may be deployed between the NR Femto node and the gNB for routing Xn messages between these nodes. And with the deployment Xn GW as the proxy, the burden of gNB to maintain Xn with a lot of NR Femto nodes can be alleviated.
Proposal 2: For Option 2, an Xn GW may be deployed between the NR Femto node and the gNB for routing Xn messages between these nodes.
For Option 3, an SCTP concentrator acts as an IP proxy is introduced between an NR Femto node and the AMF. In the same way, an SCTP concentrator acts as an IP proxy between a gNB and its NR Femto node neighbors may be also introduced. It addresses the issue of reducing the number of SCTP connections toward the macro network by leaving the XnAP layer untouched and by concentrating the SCTP layer. The SCTP concentrator is part of the transport layer, and it is transparent to the application layer. It can be completely “orthogonal” to the SCTP concentrator between an NR Femto node and the AMF.
For the network deployment, the two SCTP concentrator could be implemented in the same physical node with decoupling functionalities for NG and Xn interface.
Proposal 3: For Option 3, an SCTP concentrator acts as an IP proxy between a gNB and its NR Femto node neighbors may be deployed to switch the SCTP association.
For Option 4, since the NR Femto node is a gNB-DU, then Xn interface doesn’t need to be considered for the NR Femto node.
Based on Proposals 1-3, a TP to TR 38.799 is provided in the Appendix part.
Proposal 4: Agree the TP for Xn interface of NR Femto in the Appendix.
Local services for NR Femto via collocated local UPF
For architecture Option 4, the NR Femto node is just a gNB-DU, if this NR Femto node has deployed a local UPF, the UP traffic needs to be transported to the CU-UP firstly and then back to the local UPF at the gNB-DU, which lead to more latency and make the architecture too complex. Therefore, local service for the NR Femto is only considered for architecture Options 1, 2 and 3.
Proposal 5: Local service for the NR Femto is only considered for architecture Options 1, 2 and 3.
Refer to SA2’s specification, local services via collocated local UPF have already been discussed and captured in Edge Computing as below [3]. And several connectivity models to enable Edge Computing are further introduced in [4].
	[bookmark: _Toc20149903][bookmark: _Toc27846702][bookmark: _Toc36187833][bookmark: _Toc45183737][bookmark: _Toc47342579][bookmark: _Toc51769280][bookmark: _Toc106187998]5.13	Support for Edge Computing
Edge computing enables operator and 3rd party services to be hosted close to the UE's access point of attachment, so as to achieve an efficient service delivery through the reduced end-to-end latency and load on the transport network. Edge Computing support by 5GC is specified in this specification and in TS 23.548 [130].
NOTE: Edge Computing typically applies to non-roaming and LBO roaming scenarios.
The 5G Core Network selects a UPF close to the UE and forwards traffic to enable the local access to the DN via a N6 interface according to the provided traffic steering rules to the UPF. This may be based on the UE's subscription data, UE location, the information from Application Function (AF) as defined in clause 5.6.7, the EAS information reported from EASDF (as defined in TS 23.548 [130]), policy or other related traffic rules.
Due to user or Application Function mobility, the service or session continuity may be required based on the requirements of the service or the 5G network.
The 5G Core Network may expose network information and capabilities to an Edge Computing Application Function.


Proposal 6: The mechanisms introduced by Edge Computing for local services can be used as a starting point for 5G Femto.
Conclusion
This contribution aims to discuss architecture for 5G Femto. And following observations and proposals are concluded. 
Proposal 1: For Option 1, the Xn interface between an NR Femto node and a gNB is the same as the Xn interface between two gNBs.
Proposal 2: For Option 2, an Xn GW may be deployed between the NR Femto node and the gNB for routing Xn messages between these nodes.
Proposal 3: For Option 3, an SCTP concentrator acts as an IP proxy between a gNB and its NR Femto node neighbors may be deployed to switch the SCTP association. 
Proposal 4: Agree the TP for Xn interface of NR Femto in the Appendix.
Proposal 5: Local service for the NR Femto is only considered for architecture Options 1, 2 and 3.
Proposal 6: The mechanisms introduced by Edge Computing for local services can be used as a starting point for 5G Femto.
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Appendix: TP to TR 38.799 for Xn interface of NR Femto
5.2	Architecture
Editor Note: Study the overall RAN architecture and required functional and procedural impacts for supporting 5G Femto deployments
5.2.1.1	Option 1
As shown in Figure 5.2.1.1-1, in this option the NR Femto node connects to the 5GC directly as a gNB by means of the NG interface. The Xn interface between the NR Femto node and a gNB is the same as the Xn interface between two gNBs.



Figure 5.2.1.1-1: Option 1 for NR Femto Architecture

5.2.1.2	Option 2
Figure 5.2.1.2-1 shows a logical architecture for the NR Femto that has a set of NG interfaces to connect the NR Femto node to the 5GC.


Figure 5.2.1.2-1: Option 2 for NR Femto Architecture
NOTE:	The SeGW and the NR Femto Management System are out of RAN3 scope. 
The NG-RAN architecture may deploy an NR Femto Gateway (NR Femto GW) to allow the NG interface between the NR Femto node and the 5GC to support a large number of NR Femto nodes in a scalable manner. The NR Femto GW serves as a concentrator for the C-Plane, specifically the NG-C interface.
The NG interface is defined as the interface:
[bookmark: OLE_LINK28][bookmark: OLE_LINK29]-	Between the NR Femto GW and the 5GC;
-	Between the NR Femto node and the NR Femto GW;
-	Between the NR Femto node and the 5GC;
The NR Femto GW appears to the AMF as a gNB. The NR Femto GW appears to the NR Femto node as an AMF. The NG interface between the NR Femto node and the 5GC is the same regardless of whether the NR Femto node is connected to the 5GC via an NR Femto GW or not. 
An Xn GW may be deployed between the NR Femto node and the gNB for routing Xn messages between these nodes.

5.2.1.3 Option 3
An SCTP concentrator acts as an IP proxy between an NR Femto node and the AMF. It addresses the issue of reducing the number of SCTP connections toward the 5GC by leaving the NGAP layer untouched and by concentrating the SCTP layer. The SCTP concentrator is part of the transport layer, and it is transparent to the application layer. This solution was studied for E-UTRAN and is described in detail in TR 37.803 [y].

Figure 5.2.1.3-1: Option 3 for NR Femto Architecture.
A single SCTP association per NG-C interface instance is used with one pair of stream identifiers for NG-C common procedures. An SCTP concentrator terminates the lower layers so that the AMF does not need to be aware that several peers, with which it maintains NG interfaces, are actually behind the concentrator.
The key characteristics are:
1.	There is a single NGAP association (application layer) between the AMF and each NR Femto node.
2.	There is a single SCTP association (transport layer) between the AMF and the SCTP concentrator.
3.	There is a single SCTP association (transport layer) between the SCTP concentrator and each NR Femto node connected to it.
4.	The SCTP concentrator does not touch the application layer and transports it transparently.
5.	For each NR Femto node, the SCTP concentrator maps the NGAP signaling on the appropriate SCTP association, “switching” between the various SCTP streams from the NG interface between itself and the AMF.
6.	The SCTP concentrator can also act as a “smart NAT”, in case the NR Femto nodes are assigned private IP addresses.Point 5 above descends from the multi-streaming capabilities of SCTP. The AMF can map NGAP signaling for different NR Femto nodes on different streams over the same SCTP association. The concentrator receives the messages, terminates the SCTP connection, and maps each message on a new SCTP association toward the appropriate NR Femto node according to the stream number used. Since there can be up to 65535 streams in an SCTP association, in principle it is possible to address a large number of NR Femto nodes from the same AMF through the same SCTP concentrator. The SCTP concentrator handles the appropriate switching between each stream number on the SCTP concentrator-AMF association and each NR Femto node-SCTP concentrator association (see Figure 5.2.1.3-1). This functionality is completely contained in the SCTP concentrator and only requires that the AMF and NR Femto nodes map NGAP signaling to different peers, on different SCTP stream identifiers.
An SCTP concentrator acts as an IP proxy between a gNB and its NR Femto node neighbors may be also introduced. It addresses the issue of reducing the number of SCTP connections toward the macro network by leaving the XnAP layer untouched and by concentrating the SCTP layer. The SCTP concentrator is part of the transport layer, and it is transparent to the application layer. It can be completely “orthogonal” to the SCTP concentrator between an NR Femto node and the AMF.
For the network deployment, the two SCTP concentrator could be implemented in the same physical node with decoupling functionalities for NG and Xn interface.
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