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1. Introduction
This document discusses the feasibility and benefit of using AI/ML mechanism to select a coverage configuration.
2. Discussion
2.1. [bookmark: OLE_LINK78][bookmark: OLE_LINK79]Place to deploy AI/ML model
A typical CCO action (of one RAN node) includes two phases as depicted in Figure 1:
· Indicating a CCO problem;
· Changing the coverage configuration of a cell.


[bookmark: _Ref165188777]Figure 1: Two steps of AI/ML-assisted CCO.
Last meeting, we agreed that the former phase can be assisted by AI/ML, e.g. indicating that a CCO problem will occur in the future.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]However, the latter phase is a challenging work as well: each cell—or even each beam—is configured (by OAM) with plenty of alternative configurations, and any adjustment aiming to solve one problem risks incurring another problem, maybe even more severe.
In addition, according to the discussion in legacy CCO, the output from CCO issue detection module is quite limited: it only indicates what cell/beam has an problem and what type the problem is, i.e. coverage hole or interference. Consequently, it is also the latter phase to figure out the detail of the (predicted) CCO problem, i.e. the border between which pair of beams is (or will be) subject of coverage hole or interference.
One example can be seen in Figure 2. There is a coverage hole in the purple cell/beam encounters a coverage hole near the yellow cell/beam. Turning its coverage slightly toward the yellow cell/beam will ease this coverage problem, whereas turning its coverage away from the yellow cell will deteriorate the problem. Without knowing whether the problem occurs on the side near the yellow cell/beam or on the opposite side, the gNB cannot get aware which alternative coverage configuration can ease the problem.


[bookmark: _Ref165191246]Figure 2: The detail of CCO problem impacts which coverage configuration is the most suitable.
As a summary, we believe that AI/ML mechanism can help determining the detail of CCO problem and selecting the most suitable coverage configuration on the basis of plentiful collected data, especially the feedback after every coverage adjustment.
Observation 1: AI/ML mechanism can help determining the detail of CCO problem and selecting the most suitable coverage configuration on the basis of plentiful collected data, especially the feedback after every coverage adjustment.
Therefore, we propose that the latter phase can be assisted by AI/ML as well, e.g. using AI/ML to select the coverage configuration, either instantly taken into use (to prevent the CCO problem from happening) or planned in the future (to prevent unnecessary handovers and/or enabling the corresponding node to figure out beforehand how to adjust accordingly) as ever proposed by many companies.
Proposal 1: In addition to CCO problem detection/prediction, AI/ML mechanism may also be used in the coverage configuration adjustment phase. The eventual output may be either the coverage configuration instantly taken into use or the coverage configuration planned to be used in the future.
No matter it is AI/ML-assisted coverage adjustment or traditional coverage status update, the input and output are similar and the only different is that feedback is needed for AI/ML assisted coverage adjustment. For aggregated gNBs, the coverage configuration function is hosted at the same node as the CCO problem detection/prediction function, for which the feedback is anyway necessary. So there is no additional impact on specifications (i.e. on XnAP) to support AI/ML-assisted coverage adjustment compared with AI/ML-assisted CCO problem prediction.
[bookmark: OLE_LINK7][bookmark: OLE_LINK8]Proposal 2: RAN3 agree that supporting AI/ML-assisted coverage configuration adjustment does not have XnAP impact. It is pure gNB implementation.
For CU/DU-split gNBs, the coverage configuration function is hosted in the gNB-DU, so there may be a necessity to provide feedback information toward the gNB-DUs for the purpose of at least performance monitoring. As a start point the training function is assumed to be within the OAM, so that there is no necessity to provide measurement result on radio circumstances from gNB-DUs to gNB-CUs, or to provide well-trained AI/ML model from gNB-CUs to gNB-DUs.
[bookmark: OLE_LINK5][bookmark: OLE_LINK6]Proposal 3: For disaggregated gNB scenario, the only impact may be delivering feedback information from gNB-CU toward gNB-DUs, i.e. where the AI/ML inference function resides. For simplicity, the training function is assumed to be at OAM for split gNBs.
2.2. Detail of inputs, outputs, feedbacks and standard impacts
The inference output of the AI/ML model highly depends on what the AI/ML model is and where it locates. Generally speaking, it may be any of the following:
· Predicted coverage and capacity problem, and problem type (coverage gap or cell-edge interference).
· Coverage configuration instantly taken into use or to be used in the future (predicted or planned).
· Predicted impact on network performance if switching to a given coverage configuration.
The inference input and feedback, on the other side, is not tightly related to what the AI/ML model is and where it locates. The inference input may include:
· Radio measurements related to serving cell and neighbouring cells.
· SON/RLF reports. RLFs may imply coverage gaps.
· UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available. This information may be used to identify the detail position of coverage or capacity problem.
· Current/predicted NG-RAN performance measurements, e.g. resource status. The higher load a cell experience, the more harmful cell-edge interference is.
The feedback may include:
· Current NG-RAN performance measurements, e.g. resource status, number of RLFs.
· UE performance of handed-over UEs.
The impact on specification is not much. There may be two potential impacts on XnAP:
· [bookmark: OLE_LINK17][bookmark: OLE_LINK18]Enhancing the current (future) coverage configuration IE to include more information, e.g. the time to change
· Delivering NG-RAN performance measurements other than resource status over XnAP if we wish to support.
The impact on F1AP is kind of larger:
· [bookmark: OLE_LINK19][bookmark: OLE_LINK20]Delivering predicted coverage or capacity problem from gNB-CUs to gNB-DUs.
· Delivering NG-RAN performance measurements from gNB-CUs to gNB-DUs.
· Delivering enhanced (future) coverage configuration IE to include more information, e.g. the time to change gNB-DUs to gNB-CUs
Proposal 4: Capturing the abovementioned analysis on output, input, feedback and standard impact into TS 38.743.
3. Conclusion
Observation 1: AI/ML mechanism can help determining the detail of CCO problem and selecting the most suitable coverage configuration on the basis of plentiful collected data, especially the feedback after every coverage adjustment.
Proposal 1: In addition to CCO problem detection/prediction, AI/ML mechanism may also be used in the coverage configuration adjustment phase. The eventual output may be either the coverage configuration instantly taken into use or the coverage configuration planned to be used in the future.
Proposal 2: RAN3 agree that supporting AI/ML-assisted coverage configuration adjustment does not have XnAP impact. It is pure gNB implementation.
Proposal 3: For disaggregated gNB scenario, the only impact may be delivering feedback information from gNB-CU toward gNB-DUs, i.e. where the AI/ML inference function resides. For simplicity, the training function is assumed to be at OAM for split gNBs.
Proposal 4: Capturing the abovementioned analysis on output, input, feedback and standard impact into TS 38.743.
One TP is provided based on these proposals.
4. [bookmark: OLE_LINK12][bookmark: OLE_LINK13]Appendix: Text proposal
[bookmark: _Toc163479942]///////////////////////////////////////////////////////////////////////skip unrelated///////////////////////////////////////////////////////////////////////
4.2	AI/ML based Coverage and Capacity Optimization
[bookmark: tsgNames][bookmark: _Toc163479943]4.2.1	Use case description
Editor Note: Capture the description of use case
The objective of NR Coverage and Capacity Optimization (CCO) function is to detect and resolve or mitigate CCO issues. An NG-RAN node may autonomously adjust within and switch among coverage configurations. When a change is executed, a NG-RAN node may notify its neighbour NG-RAN nodes with the list of cells and SSBs with modified coverage included.
[bookmark: OLE_LINK15][bookmark: OLE_LINK16]In the legacy CCO solution, a reactive approach is used: when the gNB (gNB-CU in case of CU-DU split architecture) detects a CCO issue which negatively impacts network and UE performance after it has already occurred, the gNB (gNB-DU in case of CU-DU split architecture) attempts to resolve or mitigate it. 
With an AI/ML based CCO, a more proactive approach is used to prevent (or limiting at an early stage) the rise of a CCO issue with the consequent degradation of network (and UE) performance.

[bookmark: _Toc163479944]4.2.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
4.2.2.1 Locations for AI/ML Model Training and AI/ML Model Inference
The following solutions can be considered for supporting AI/ML-based CCO:
- AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
- AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 
In case of CU-DU split architecture, the following solutions are possible:
- AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
- AI/ML Model Training and Model Inference are both located in the gNB-CU.
- AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-DU.
4.2.2.2 Inference Input
Following information may be used as inference input for AI/ML-based CCO:
· Radio measurements related to serving cell and neighbouring cells.
· SON/RLF reports. RLFs may imply coverage gaps.
· UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available. This information may be used to identify the detail position of coverage or capacity problem.
· Current/predicted NG-RAN performance measurements, e.g. resource status. The higher load a cell experience, the more harmful cell-edge interference is.
The position where these information is collected is not limited. For example, radio measurements may be collected by the UE or the current node, and the NG-RAN performance measurement results may be collected by the current node or a neighbour node.
4.2.2.3 Inference Output
Following information may be inference output for AI/ML-based CCO:
· Predicted coverage and capacity problem, and problem type (coverage gap or cell-edge interference).
· Coverage configuration instantly taken into use or to be used in the future (predicted or planned).
· Predicted impact on network performance if switching to a given coverage configuration.
4.2.2.4 Feedback
Following information may be used to optimise the performance of an AI/ML model for CCO:
· Current NG-RAN performance measurements, e.g. resource status, number of RLFs.
· UE performance of handed-over UEs.
[bookmark: _GoBack]4.2.2.5 Standard impact
Xn interface may be enhanced to support:
· Enhanced (future) coverage configuration IE to include more information, e.g. the time to change.
· Delivering NG-RAN performance measurements other than resource status over XnAP.
F1 interface needs be enhanced to support:
· Delivering predicted coverage or capacity problem from gNB-CUs to gNB-DUs.
· Delivering NG-RAN performance measurements from gNB-CUs to gNB-DUs.
· Delivering enhanced (future) coverage configuration IE to include more information, e.g. the time to change from gNB-DU to gNB-CU
///////////////////////////////////////////////////////////////////////end///////////////////////////////////////////////////////////////////////
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