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1	Introduction
[bookmark: OLE_LINK43][bookmark: OLE_LINK48]The following leftovers in Rel-18 SON/MDT have been agreed in the scope of Rel-19 SON/MDT WI. 
	- Support of the leftovers in Rel-18 SON/MDT [RAN3, RAN2]:
· [bookmark: OLE_LINK38]RACH optimization for SDT
· MHI Enhancement for SCG Deactivation/Activation
· MRO for MR-DC SCG failure




The contribution discussed how to support the MRO for MR-DC SCG failure and RACH optimization for SDT.

[bookmark: OLE_LINK8][bookmark: OLE_LINK9]2	Discussion
2.1 RACH optimization for SDT
[bookmark: OLE_LINK59][bookmark: OLE_LINK60]RA-SDT has been designed to send the small data over RACH resources, which enables UE to transmit/send data in RRC inactive state. It is an efficient solution to avoid UE coming back to RRC connected state for the small data. gNB sets the following configuration parameters for RA-SDT and sends to UE via SIB1:
· RSRP threshold for UE to determine whether to perform SDT procedure
· Data volume threshold used to determine whether SDT can be initiated
· The value of logicalChannelSR-DelayTimer applied during SDT for logical channels configured with SDT
· A timer for SDT (T319a)
The SDT performance may be not good due to poor configuration. For example, with the low RSRP threshold, the data transmission may be interrupted due to poor channel condition. In addition, if data volume threshold is high but the timer is small, the data can not be sent within the timer limited period, so that the UE needs to re-initialize a SDT procedure or go to RRC connected state to continue the transmission. Thus, to do self-optimization, the information of RA-SDT is needed to transfer to the node who sets the configuration. The configuration information is broadcasted in system information block. For split architecture, the configuration parameters are set by DU, so F1AP impact should be considered to transfer the related information from CU to DU for DU self-optimization.
With above analysis, the following information should be provided by the UE to give the reference for node to do self-optimization.
· RSRP when SDT fails: this information gives reference information to the node to decide whether the RSRP threshold is set too low. For example, the RSRP threshold is set as a low value, while the channel condition as such threshold is not good to support the SDT transmission. If SDT fails, the nodes need to set the RSRP threshold as a higher value.
· Remaining data volume after SDT transmission: this information tells the node whether the data volume threshold is set properly or not. When the remaining data volume is small, it means that UE needs to re-initialize a SDT procedure or go to RRC connected state to continue the transmission for such a small data volume. The more desired way is to set a higher data volume threshold for the SDT triggering or set a larger timer for transmission.
· The reason for the stop of SDT: this information gives the information why the SDT stops, such as T319a stops. It can assist the node to set the proper T319a timer. If the SDT stops due to T319a timer, when the remaining data volume is small, it is better for the node to increase the T319a timer to enable the data can be transmitted by SDT to avoid the new SDT procedure triggering or going back to the RRC connected state.
Proposal 1: The following SDT related information should be provided by the UE to give the reference for node to do self-optimization:
· RSRP when SDT fails
· Remaining data volume after SDT transmission
· The reason for the stop of SDT, e.g. T319a stops
For the need of collecting the configuration related information for the RA-based SDT, the reason is that the maximum storage time of the RA report for the UE is 48 hours. It can not assume that the RA-SDT configuration is not changed during such a long time. So it is better to provide the configuration under which the RA-SDT is done to the node. And it can avoid the node to do the adjustment for the proper configuration instead of the one which leads to the bad performance. There are two ways to include such configuration. The first way is to report the RA-SDT related configuration directly. The other way is to report the time from the start of SDT to the reporting of RA report to the node. The node can derive the related configuration based on the time.
Proposal 2: The SDT related configuration should be provided by the UE to give the information for node to do self-optimization. RAN3 to down-select the following two ways:
· Opt1: UE reports the configuration, including RSRP threshold, data volume threshold, T319a.
· Opt2: UE reports the time from the start of SDT to the reporting of RA report to the node.
2.2 MR-DC SCG failure scenario
At last RAN3#123bis meeting, the following initial agreements were achieved:
MRO for MR-DC SCG failure:
Keep the following R18 agreement in R19:
Support MRO for SCG failure in EN-DC, NGEN-DC and NE-DC scenarios.
LS to RAN2 on the feasibility to support MRO for SCG failure in R19 in R3-242195

During Rel-18 discussion, the following agreements were achieved at RAN3#117-e and RAN3-117bis-e meeting:
MRO for MR-DC SCG failure:
Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for NE-DC SCG failure, and necessary updates can be added on top of it if needed.
Take Stage 2 descriptions of PSCell change failure in TS38.300 as baseline for NE-DC SCG failure, and necessary updates can be added on top of it if needed.
Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for NGEN-DC SCG failure, and necessary updates can be added on top of it if needed.
Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for EN-DC SCG failure, and necessary updates can be added on top of it if needed.
For MRO for MR-DC SCG failure, deprioritize dual failure case (i.e. both MCG failure and SCG failure occur).

The above agreement are still reasonable after double check. The agreement should be kept unless any problem is found.
Proposal 3: Keep the following agreement in Rel-19.
MRO for MR-DC SCG failure:
Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for NE-DC SCG failure, and necessary updates can be added on top of it if needed.
Take Stage 2 descriptions of PSCell change failure in TS38.300 as baseline for NE-DC SCG failure, and necessary updates can be added on top of it if needed.
Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for NGEN-DC SCG failure, and necessary updates can be added on top of it if needed.
Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for EN-DC SCG failure, and necessary updates can be added on top of it if needed.
For MRO for MR-DC SCG failure, deprioritize dual failure case (i.e. both MCG failure and SCG failure occur).

The main open issue in RAN3 is that the exchange of information contained in SCG failure information between MN and SN of different RAT. 
[bookmark: OLE_LINK49][bookmark: OLE_LINK50][bookmark: OLE_LINK51][bookmark: OLE_LINK52]For EN-DC and NGEN-DC, the SCGFailureInformationNR is in LTE RRC format. The MN (eNB or ng-eNB) can decode the information in normal way. For MRO purpose, the MN needs to forward the SCGFailureInformationNR to a SN (gNB) if the failure is brought by the SN. The SN may not understand the SCGFailureInformationNR in LTE RRC format. 

[bookmark: OLE_LINK53][bookmark: OLE_LINK54]Similarly, for NE-DC, the SCGFailureInformationEUTRA is in NR RRC format. The MN needs to forward the SCGFailureInformationEUTRA to a SN (ng-eNB) if the failure is brought by the SN. The SN may not understand the SCGFailureInformationEUTRA in NR RRC format. 

There are two options: 
(1) The MN decodes SCGFailureInformationNR/EUTRA and put the necessary information to X2/Xn message for inter-RAT DC 
(2) The MN includes the contents in SCGFailureInformationNR/EUTRA to inter-node RRC message and send the inter-node RRC message to the SN. 

Both of the two options work. 
The following information are included in SCGFailureInformation for MRO root cause analysis:
•	the CGI of the Source PSCell
•	CGI of the Failed PSCell
•	timeSCGFailure
•	connectionFailureType

The CGI of the Source PSCell and the CGI of the Failed PSCell have been included in the SCG FAILURE INFORMATION REPORT message from the MN to the SN. The additional information needed is timeSCGFailure and connectionFailureType. Either include them directly in the SCG FAILURE INFORMATION REPORT message or in an inter-node RRC message.

In the Annex, the TPs for both options are provided for information. 
From the TPs, it could be observed that the main difference is where to define a group of IEs i.e. RAN2 spec or RAN3 spec.
Option (1) is slightly preferred. There are the following benefits for option (1):
· RAN3 can fully decide what information needs to be transmitted to the SN without bothering RAN2. Otherwise, once RAN3 finds that additional parameters are necessary, we need to LS to RAN2.
· This will also simplify the SN implementation i.e. avoid SN to decode the inter-node RRC message.

Proposal 4: It is proposed for RAN3 to select one option between option (1) and option (2). Option (1) is slightly preferred.
Proposal 5: The MN includes the necessary information in SCGFailureInformationNR to X2/Xn message for EN-DC and NGEN-DC.
Proposal 6:	The MN includes the necessary information in SCGFailureInformationEUTRA to Xn message for NE-DC.

3	Conclusion
This contribution discussed MRO for MR-DC SCG failure and RACH optimization for SDT. We have the following proposals. 
RACH optimization for SDT
Proposal 1: The following SDT related information should be provided by the UE to give the reference for node to do self-optimization:
· RSRP when SDT fails
· Remaining data volume after SDT transmission
· The reason for the stop of SDT, e.g. T319a stops
Proposal 2: The SDT related configuration should be provided by the UE to give the information for node to do self-optimization. RAN3 to down-select the following two ways:
· Opt1: UE reports the configuration, including RSRP threshold, data volume threshold, T319a.
· Opt2: UE reports the time from the start of SDT to the reporting of RA report to the node.

MRO for MR-DC SCG failure:
Proposal 3: Keep the following agreement in Rel-19.
MRO for MR-DC SCG failure:
Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for NE-DC SCG failure, and necessary updates can be added on top of it if needed.
Take Stage 2 descriptions of PSCell change failure in TS38.300 as baseline for NE-DC SCG failure, and necessary updates can be added on top of it if needed.
Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for NGEN-DC SCG failure, and necessary updates can be added on top of it if needed.
Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for EN-DC SCG failure, and necessary updates can be added on top of it if needed.
For MRO for MR-DC SCG failure, deprioritize dual failure case (i.e. both MCG failure and SCG failure occur).
Proposal 4: It is proposed for RAN3 to select one option between option (1) and option (2). Option (1) is slightly preferred.
[bookmark: _GoBack]Proposal 5: The MN includes the necessary information in SCGFailureInformationNR to X2/Xn message for EN-DC and NGEN-DC.
Proposal 6:	The MN includes the necessary information in SCGFailureInformationEUTRA to Xn message for NE-DC.
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TP for BLCR TS38.423 – Option (1)
[bookmark: _Toc98868245][bookmark: _Toc105174529][bookmark: _Toc106109366][bookmark: _Toc113825187][bookmark: _Toc155959857]9.1.2.29	SCG FAILURE INFORMATION REPORT
This message is sent by M-NG-RAN node to S-NG-RAN node to report a PSCell change failure event.
[bookmark: _Hlk98879224]Direction: M-NG-RAN node  S-NG-RAN node.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	ignore

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the M-NG-RAN node.
	YES
	ignore

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the S-NG-RAN node.
	YES
	ignore

	Source PSCell CGI
	O
	
	Global NG-RAN Cell Identity
9.2.2.27
	NG-RAN CGI of source PSCell for PSCell change procedure
	YES
	ignore

	Failed PSCell CGI
	O
	
	Global NG-RAN Cell Identity
9.2.2.27
	NG-RAN CGI of PSCell where SCG failure occurs for PSCell change procedure
	YES
	ignore

	SCG Failure Report Container
	M
	
	OCTET STRING
	Contains the SCGFailureInformation message or the SCGFailureInformationEUTRA message as defined in TS 38.331 [10] or the SCGFailureInformation message or the SCGFailureInformationNR message as defined in TS 36.331 [14]
	YES
	ignore

	SN Mobility Information
	O
	
	BIT STRING (SIZE (32))
	Information related to the PSCell change. It’s provided by S-NG-RAN node in order to enable later analysis of the conditions that led to wrong PSCell change.
	YES
	ignore

	CPAC Configuration
	O
	
	9.2.2.103
	
	YES
	ignore

	MR-DC SCG Failure Information
	O
	
	9.2.2.xxx
	
	YES
	ignore



[bookmark: _Toc20955287][bookmark: _Toc29991484][bookmark: _Toc36555884][bookmark: _Toc44497606][bookmark: _Toc45107994][bookmark: _Toc45901614][bookmark: _Toc51850693][bookmark: _Toc56693696][bookmark: _Toc64447239][bookmark: _Toc66286733][bookmark: _Toc74151428][bookmark: _Toc88653901][bookmark: _Toc97904257][bookmark: _Toc98868344][bookmark: _Toc105174629][bookmark: _Toc106109466][bookmark: _Toc113825287][bookmark: _Toc155959962]9.2.2.xxx	MR-DC SCG Failure Information
This IE contains information about the MR-DC SCG failure.
	IE/Group Name
	Presence
	Range
	IE Type and Reference
	Semantics Description
	Criticality
	Assigned Criticality

	Time SCG Failure
	M
	
	INTEGER (0..1023)

	
	–
	

	Connection Failure Type
	M
	
	ENUMERATED {scg-lbtFailure-r16, beamFailureRecoveryFailure-r16,
                                                        t312-Expiry-r16, bh-RLF-r16, beamFailure-r17, spare3, spare2, spare1}
	
	–
	




TP for BLCR TS38.423 – Option (2)
9.1.2.29	SCG FAILURE INFORMATION REPORT
This message is sent by M-NG-RAN node to S-NG-RAN node to report a PSCell change failure event.
Direction: M-NG-RAN node  S-NG-RAN node.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	ignore

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the M-NG-RAN node.
	YES
	ignore

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the S-NG-RAN node.
	YES
	ignore

	Source PSCell CGI
	O
	
	Global NG-RAN Cell Identity
9.2.2.27
	NG-RAN CGI of source PSCell for PSCell change procedure
	YES
	ignore

	Failed PSCell CGI
	O
	
	Global NG-RAN Cell Identity
9.2.2.27
	NG-RAN CGI of PSCell where SCG failure occurs for PSCell change procedure
	YES
	ignore

	SCG Failure Report Container
	M
	
	OCTET STRING
	[bookmark: OLE_LINK19][bookmark: OLE_LINK20]Contains the SCGFailureInformation message or the SCGFailureInformationEUTRA message as defined in TS 38.331 [10] or the SCGFailureInformation message or the SCGFailureInformationNR message as defined in TS 36.331 [14]
	YES
	ignore

	SN Mobility Information
	O
	
	BIT STRING (SIZE (32))
	Information related to the PSCell change. It’s provided by S-NG-RAN node in order to enable later analysis of the conditions that led to wrong PSCell change.
	YES
	ignore

	CPAC Configuration
	O
	
	9.2.2.103
	
	YES
	ignore

	MR-DC SCG Failure Information
	O
	
	OCTET STRING
	Contains the xxx as defined in TS 38.331 [10] or the yyy as defined in TS 36.331 [14]
	YES
	ignore





