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1. [bookmark: _Ref129681832]Introduction
[bookmark: _Hlk162356374]In the RAN2 #125-bis meeting, the following agreements have been reached regarding NW-sided data collection for AI/ML training:
Agreements
1	For the NW-side data collection related to beam management use cases, RAN2 to consider gNB-centric and OAM-centric approaches	
2	We aim that the same measurement framework is applied to both gNB-centric data collection and OAM-centric data collection for NW-side data collection.
3	RAN2 supports enhancements to MDT for data collection framework for training.  FSS Whether to enhance logged or immediate MDT
[bookmark: _Hlk165881801]As we can see, there are some FFS that remain to be analysed. This contribution is a revision of R2-2403162. Compared to the previous version we analysed a few more technical aspects due to be resolved in RAN2 (i.e. FFSs).
2. Discussion
1 
2 
NW-sided data collection for beam management
In the last meeting, RAN2 agreed that gNB-centric and OAM-centric approaches should be considered for training data collection for beam management. In addition, RAN2 aims to use the same measurement framework for those approaches. As the yellow parts below.
Agreements
1	For the NW-side data collection related to beam management use cases, RAN2 to consider gNB-centric and OAM-centric approaches	
2	We aim that the same measurement framework is applied to both gNB-centric data collection and OAM-centric data collection for NW-side data collection.
3	RAN2 supports enhancements to MDT for data collection framework for training.  FSS Whether to enhance logged or immediate MDT
Moreover, RAN2 has agreed that enhanced MDT can be used for the training data collection as highlighted in green. From our point of view, we think the following options could be considered:
(1) enhancements on top of existing logged MDT
(2) enhancements on top of existing immediate MDT
For option (1):
For the logged MDT [1], we think it is not suitable for training data collection for BM due to two aspects. The first aspect is that logged MDT is used for collecting the data in RRC_IDLE/RRC_INACTIVE state. However, the beam management case is only for RRC_CONNECTED state. Thus, logged MDT is not suitable. Secondly, if the NW wants the UE to perform logged MDT, it needs to send the logged MDT configuration, i.e., LoggedMeasurementConfiguration first. When the UE enters RRC_CONNECTED state, the request-respond procedure, i.e., UEInformationRequest and UEInformationResponse procedure will be used for the measurement results reporting. The contents of LoggedMeasurementConfiguration are listed as follows:
	
LoggedMeasurementConfiguration-r16-IEs ::=  SEQUENCE {
    traceReference-r16                          TraceReference-r16,
    traceRecordingSessionRef-r16                OCTET STRING (SIZE (2)),
    tce-Id-r16                                  OCTET STRING (SIZE (1)),
    absoluteTimeInfo-r16                        AbsoluteTimeInfo-r16,
    areaConfiguration-r16                       AreaConfiguration-r16                    OPTIONAL,  --Need R
    plmn-IdentityList-r16                       PLMN-IdentityList2-r16                   OPTIONAL,  --Need R
    bt-NameList-r16                             SetupRelease {BT-NameList-r16}           OPTIONAL,  --Need M
    wlan-NameList-r16                           SetupRelease {WLAN-NameList-r16}         OPTIONAL,  --Need M
    sensor-NameList-r16                         SetupRelease {Sensor-NameList-r16}       OPTIONAL,  --Need M
    loggingDuration-r16                         LoggingDuration-r16,
    reportType                                  CHOICE {
        periodical                                  LoggedPeriodicalReportConfig-r16,
        eventTriggered                              LoggedEventTriggerConfig-r16,
        ...
    },
    lateNonCriticalExtension                    OCTET STRING                             OPTIONAL,
    nonCriticalExtension                        LoggedMeasurementConfiguration-v1700-IEs OPTIONAL
}


As we can see, there are some mandatory IEs in LoggedMeasurementConfiguration, e.g., traceReference, traceRecordingSessionRef and so on.  These IEs are used for collecting the UE trace in RRC_IDLE state. However, the BM case is focus on RRC_CONNECTED state, these IE are useless. But if we change these mandatory IEs to optional, the backward compatible will be a big issue. Thus, we think logged MDT should not be used for training data collection for beam management.
Proposal 1: It is proposed RAN2 to agree that existing logged MDT is not be used for training data collection for beam management.

For option (2):
Regarding the existing immediate MDT, the configuration for UE measurements is based on the existing RRC measurement procedures for configuration and reporting with some extensions for location information [1]. Thus, the NW can also use this measurement framework with a few extensions at the RAN side for the gNB-centric approach. 
For OAM-centric approach, immediate MDT can be used for necessary enhancements (E2E procedure of MDT is shown in section 5 Annex). In Uu interface, RAN2 has agreed to use the same measurement framework both both gNB-centric and OAM-centric approaches.
Observation 1: Regarding the immediate MDT, the configuration for UE measurements is based on the existing RRC measurement procedures for configuration and reporting with some extensions for location information
Proposal 2: It is proposed RAN2 to agree that for OAM-centric approach, immediate MDT can be re-used for necessary enhancements.

Regarding the gNB-centric approach, the data collection is initiated and terminated by the gNB. Compared with the OAM-centric approach, one key difference is that OAM-centric has user consent for data collection. For the gNB-centric approach, if it is only using L3 signalling to collect training data, it doesn’t have user consent because the initiated and terminated node is gNB and there is no user consent on the RAN side. In RAN1 LS reply on data collection [3], the contents of data collection are L1-RSRP and beam-ID, and then RAN2 could discuss whether these parameters (maybe more parameters, pending for RAN1 progress) need to be protected or not from the perspective of user privacy.
Observation 2: For gNB-centric approach, the collected data may or may not have user privacy issues, which need some discussions in RAN2.
Proposal 3: For gNB-centric approach, it is proposed RAN2 to discuss whether the collected training data need to be protected or not from the perspective of user privacy, e.g. L1-RSRP and beam-IDs.

Next, we will analyze the needed enhancements for training data collection. In RAN1 LS reply on data collection [3], the data content, typical data size, and typical latency requirement for all use cases have been analyzed as follows. 
	LCM purpose
	UE-side/NW-side models
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	UE-side, NW-side
	L1-RSRPs and/or beam-IDs

	See Note 1 for L1-RSRPs
	Relaxed
	

	Inference
	UE-side
	Beam prediction results

	Small (10s of bits)
	Time-critical
	RAN1 has agreed to consider L1 signaling for this reporting

	
	NW-side
	L1-RSRPs, and Beam-IDs if needed, for Set B
	See Note 1 for L1-RSRPs
	Time-critical
	

	Monitoring
	UE-side
	Event occurrence and/or calculated performance metrics (from UE to NW)
See Note 4
	Small (10s of bits)
	Near-real-time
	

	
	UE-side
	L1-RSRP(s) and/or beam-ID(s)
See Note 4
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
See Note 1 for L1-RSRPs
	Near-real-time
	

	
	NW-side 
	L1-RSRP(s) and/or beam-ID(s)

See Note 4
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
See Note 1 for L1-RSRPs
	Near-real-time
	



As we can see, for training and monitoring, the data content is the L1-RSRP or beam-ID(s). and the typical data size is up to 500 bits. These are L1 measurement results. 
Besides, as we mentioned above RAN2 agrees to use enhanced MDT for training data collection for BM case and aims to use the same framework for OAM and gNB-centric approaches. 

RAN2 also agreed to use L1 measurement framework as the input data for model inference as follows.
[bookmark: _Hlk165972824]Agreements:
1 For AI/ML based beam management, RAN2 assumes the L1 measurement framework shall be used for configuring the input data of the NW side AI/ML model inference.  FFS if further enhancements are needed
[bookmark: _Hlk165919246]To use the same data for model training and inference, L1 measurement results should be included in the L3 measurement report for model training. Thus, the first extension for the measurement report is that L1 measurement results should be included in the L3 measurement report. 
Proposal 4: It is proposed RAN2 to agree that L1 measurement results (e.g., L1-RSRP and beam ID) can be included in the L3 measurement report.

Furthermore, there was an FFS left in the last meeting as follows:
Agreements
1	For the NW-side data collection related to beam management use cases, RAN2 to consider gNB-centric and OAM-centric approaches	
2	We aim that the same measurement framework is applied to both gNB-centric data collection and OAM-centric data collection for NW-side data collection.
3	RAN2 supports enhancements to MDT for data collection framework for training.  FSS Whether to enhance logged or immediate MDT
As we analyzed above, immediate MDT should be used for training data collection for BM case. Thus, we will discuss the needed enhancements for immediate MDT.
AI/ML training data collection needs to collect amount of data for model training. If the UE uses the existing measurement report framework, the singalling overhead is huge. For example, we assume that the NW wants to collect 1000 data samples for model training, it will cause 1000 times measurement reports (assume that 1 data sample per measurement report). We think this is unacceptable for the UE and NW. Thus, data logging is needed for AL/ML training data collection.  
Observation 3: Data logging is needed for AI/ML training data collection.

Based on existing measurement procedures (i.e. RRCReconfiguration message, MeasurementReport message), the general procedure for logged data reports in RRC_CONNECTED may have three reporting types: event-based, periodical, and on-demand.
Regarding the periodical method, the general procedure as shown in Fig.1:
[image: ]
Fig.1 The general procedure of training data collection for the periodical reporting
Step 1: The NW sends the data collection configuration to the UE via RRC signaling, which includes the configurations of measurement objects, and measurement rules (e.g. the logging configurations).
Step 2: UE collects the data based on the configurations. 
Step 3: The UE reports the data periodically.

For the periodical method, we think it can work, and the NW can set appropriate parameters to control the data volume and reporting frequency in order to minimize the impacts of such reporting. For the periodical method, we believe that the relevant impact is limited.
Proposal 5: For NW-side data collection, it is proposed RAN2 to discuss the periodical reporting. Basic signalling flow is based on existing measurement procedures, and details are listed as below:
Step 1: The NW sends the data collection configuration to the UE via RRC signaling, which includes the configurations of measurement objects, and measurement rules (e.g. the logging configurations)
Step 2: UE collects the data based on the configurations
Step 3: The UE reports the data periodically

On top of the periodical reporting, the necessity of the event-based and on-demand methods for training data collection is unclear.
As for event-based training data collection, it is similar to the event-based measurement report, which is used for handover. How it works for training data collection needs to be clarified. As for on-demand data collection, the UE reports the data to the NW when it receives the request from the NW. However, the NW doesn’t know whether the UE has enough data for training and whether the training data is available on the UE side. Thus, we think RAN2 needs to clarify the necessity of event-based and on-demand methods for training data collection.
Proposal 6: For event-based and on-demand methods for training data collection, it is proposed RAN2 to discuss the necessity first.

NW-sided data collection for positioning
As for the NW-sided data collection for positioning, there are 5 cases listed in Rel-19 WID as follows:
	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signaling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signaling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases


Case 1 is UE-sided positioning, we will analyze this case in another paper for UE-sided data collection. Case 3a and case 3b will be analyzed in the following sections.
LMF-sided model for positioning (Case 3b)
For the data collection requirements for positioning, the RAN1 feedbacks are listed in the following table [3]:
	
	LCM purpose
	Case
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	All Cases


	Measurements (corresponding to model input): timing, power, and/or phase info
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	
	Direct AI/ML positioning
	Label: Location coordinates as model output
	56 to 144 bits 
See Note 3
	Relaxed
	

	
	
AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	Inference
	1
	Location coordinates as model output
	56 to 144 bits
See Note 3
	See Note 5
	

	
	2a, 3a
	Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	
	2b, 3b
	Measurements (corresponding to model input):
Timing, power, and/or phase info 
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	Monitoring
	All Cases
	See Note 8
	See Note 8
	Near-real-time
	See Note 6 and 7


Note 1: The necessity and feasibility of difference cases (Case1 to Case3b) needs further discussion/conclusion.
Note 2: For measurements as model input, no agreement on measurement types (i.e., time, power, and/or phase) in RAN1 for all cases (i.e., Case1 to Case3b). Measurement types (including their necessity) and sizes/dimension needs to be further discussed. Candidate measurement types discussed/evaluated for model input include CIR (contains timing, power and phase information), PDP (contains timing and power information), DP (contains timing information). For labels (i.e., model output) of AI/ML assisted positioning (Case2a, Case3a), RAN1 identified an initial listing of candidates that provide performance benefits (i.e., timing info, LOS/NLOS indicator). RSRP/RSRPP is for further discussion.
Note 3: The measurement size of one data sample = (measurement data size of one PRS/SRS resource)*(number of PRS/SRS resources needed for model input). The label size of one data sample = (label data size of one PRS/SRS resource)*(number of PRS/SRS resources needed for model output). The quantization and bit representation of time, power, and phase information (including their necessity) still need to be further discussed.  Existing specification allows reporting of up to 64 PRS/SRS resources per frequency layer for one positioning fix. For evaluations, most companies considered up to 18 TRPs. It should be noted that AI/ML positioning is not restricted to work only with maximum of 18 TRPs.
Note 5: There are no agreements on the reporting latency. 
Note 8: RAN1 has studied several types of related statistics where potential request/report of Monitoring related statistics and its necessity are for further discussion.



The contents for case 3b are highlighted in yellow. We can see that timing, power and/or phase info are listed in the table for training and inference. However, there is no agreement on measurement types as note 2. As for the latency requirements of inference, there is no agreement in RAN1 as can be seen in Note 5. Regarding monitoring, RAN1 needs further discussion as Note 8 indicates.
Besides, we notice that RAN1 has further discussion on data collection in RAN1 #116-bis [4]. RAN1 has achieved the following agreements for the data collection for positioning.
	Agreement
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
•	channel measurement 
•	quality indicator of channel measurement
•	time stamp of channel measurement
Part B:
•	ground truth label (or its approximation)
•	quality indicator of label
•	time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
· [bookmark: _Hlk165984025]FFS: detailed definition of channel measurement



As the yellow part describes, the component of the data collection has two parts, part A includes the channel measurement, quality indicator of channel measurement, time stamp of channel measurement, and part B includes ground truth label (or its approximation), quality indicator of label and time stamp of label.  This can be the input of the RAN2 discussion. 
For the case 3b, the data is collected by the LMF, which includes the measurement results as above mentioned. Currently, it already has LPP protocol to collect the UE-sided data for positioning. The detailed procedure is as follows [2]:
	

Figure 5.3.1-1: LPP Location Information transfer procedure
1.	The server sends a RequestLocationInformation message to the target to request location information, indicating the type of location information needed and potentially the associated QoS.
2.	The target sends a ProvideLocationInformation message to the server to transfer location information. The location information transferred should match or be a subset of the location information requested in step 1 unless the server explicitly allows additional location information. If step 3 does not occur, this message shall set the endTransaction IE to TRUE.
3.	If requested in step 1, the target sends additional ProvideLocationInformation messages to the server to transfer location information. The location information transferred should match or be a subset of the location information requested in step 1 unless the server explicitly allows additional location information. The last message shall include the endTransaction IE set to TRUE.



We can see that LMF can request the data from the UE directly, this can be reused for case 3b in positioning case.
Proposal 7: LPP protocol can be reused for case 3b for training data collection in the positioning case.

gNB-sided model for positioning (Case 3a)
For the data collection requirements for positioning, the RAN1 feedbacks are listed in the following table [3]:
	
	LCM purpose
	Case
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	All Cases


	Measurements (corresponding to model input): timing, power, and/or phase info
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	
	Direct AI/ML positioning
	Label: Location coordinates as model output
	56 to 144 bits 
See Note 3
	Relaxed
	

	
	
AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	Inference
	1
	Location coordinates as model output
	56 to 144 bits
See Note 3
	See Note 5
	

	
	2a, 3a
	Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	
	2b, 3b
	Measurements (corresponding to model input):
Timing, power, and/or phase info 
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	Monitoring
	All Cases
	See Note 8
	See Note 8
	Near-real-time
	See Note 6 and 7


Note 1: The necessity and feasibility of difference cases (Case1 to Case3b) needs further discussion/conclusion.
Note 2: For measurements as model input, no agreement on measurement types (i.e., time, power, and/or phase) in RAN1 for all cases (i.e., Case1 to Case3b). Measurement types (including their necessity) and sizes/dimension needs to be further discussed. Candidate measurement types discussed/evaluated for model input include CIR (contains timing, power and phase information), PDP (contains timing and power information), DP (contains timing information). For labels (i.e., model output) of AI/ML assisted positioning (Case2a, Case3a), RAN1 identified an initial listing of candidates that provide performance benefits (i.e., timing info, LOS/NLOS indicator). RSRP/RSRPP is for further discussion.
Note 3: The measurement size of one data sample = (measurement data size of one PRS/SRS resource)*(number of PRS/SRS resources needed for model input). The label size of one data sample = (label data size of one PRS/SRS resource)*(number of PRS/SRS resources needed for model output). The quantization and bit representation of time, power, and phase information (including their necessity) still need to be further discussed.  Existing specification allows reporting of up to 64 PRS/SRS resources per frequency layer for one positioning fix. For evaluations, most companies considered up to 18 TRPs. It should be noted that AI/ML positioning is not restricted to work only with maximum of 18 TRPs.
Note 5: There are no agreements on the reporting latency. 
Note 8: RAN1 has studied several types of related statistics where potential request/report of Monitoring related statistics and its necessity are for further discussion.



The contents for case 3a are highlighted in yellow. We can see that timing, power and/or phase info are listed in the table for training and inference. However, there is no agreement on measurement types as Note 2 says. As for the latency requirements of inference, there is no agreement in RAN1 as Note 5 indicates. Regarding monitoring, RAN1 needs further discussion as clarified in Note 8.
Besides, we notice that RAN1 has further discussion on data collection in RAN1#116 [4]. RAN1 has achieved the following agreements for the data collection for positioning.
	Agreement
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· [bookmark: _Hlk165904038]If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.



As we can see, the LOS/NLOS indicator and/or timing information are supported for reporting for case 3a. There may be no RAN2 impact for case 3a in positioning because both LOS/NLOS indication and timing information use L1 signaling. This is similar to the BM case, i.e., the gNB can collect this L1 measurement results via L3 signalling, and then it can follow the conclusion of training data collection for the BM case (see details provided in section 2.1).
Proposal 8: For case 3a in the positioning case, it is proposed to re-use the conclusion of training data collection for the BM case as much as possible.

3. [bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Conclusions
In this contribution, we share our views on NW side data collection for training. Our observations and proposals are summarized as follows:
For beam management
Observation 1: Regarding the immediate MDT, the configuration for UE measurements is based on the existing RRC measurement procedures for configuration and reporting with some extensions for location information
Observation 2: For gNB-centric approach, the collected data may or may not have user privacy issues, which need some discussions in RAN2.
Observation 3: Data logging is needed for AI/ML training data collection.

Proposal 1: It is proposed RAN2 to agree that existing logged MDT is not be used for training data collection for beam management.
Proposal 2: For OAM-centric approach, it is proposed RAN2 to agree that immediate MDT can be re-used for necessary enhancements.
Proposal 3: For gNB-centric approach, it is proposed RAN2 to discuss whether the collected training data need to be protected or not from the perspective of user privacy, e.g. L1-RSRP and beam-IDs.
Proposal 4: It is proposed RAN2 to agree that L1 measurement results (e.g., L1-RSRP and beam ID) can be included in the L3 measurement report.
Proposal 5: For NW-side data collection, it is proposed RAN2 to discuss the periodical reporting. Basic signalling flow is based on existing measurement procedures, and details are listed as below:
Step 1: The NW sends the data collection configuration to the UE via RRC signaling, which includes the configurations of measurement objects, and measurement rules (e.g. the logging configurations)
Step 2: UE collects the data based on the configurations
Step 3: The UE reports the data periodically

Proposal 6: For event-based and on-demand methods for training data collection, it is proposed RAN2 to discuss the necessity first.

For positioning
Proposal 7: It is proposed RAN2 to agree that LPP protocol can be reused for case 3b for training data collection in the positioning case.
Proposal 8: For case 3a in the positioning case, it is proposed to re-use the conclusion of training data collection for the BM case as much as possible.
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5. Annex
The MDT procedure is as follows (from TS 32.422):



Figure 4.9.2.1: Example for delivering user consent information in management based MDT



 
Figure 4.1.1.9.2.1: Example for management based MDT activation in NG-RAN in the case of non-split architecture
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