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1	Introduction
[bookmark: _Ref178064866]In RAN2 125bis, agreements have been made regarding performance monitoring assumptions for Case 3a and Case 3b in positioning and supporting AI/ML-enabled Features/FGs and supported functionalities included in UE capability. 
Agreements:
5 For POS, RAN2 assumes gNB or LMF could perform performance monitoring for case 3a and LMF is responsible for the performance monitoring for case 3b and wait for any further inputs from other WGs
6 For POS, RAN2 assumes that NRPPa is used for the signalling between gNB and LMF for case 3a and 3b and the detailed signalling design is up to RAN3.

LCM for UE-sided model
1.	Which AI/ML-enabled Features/FGs and functionalities are supported should be standardized. The details wait for RAN1’s progress.   “supported” means that the UE is capable of supporting the functionality and doesn’t mean neccesarily that the UE has the model available.  FFS what functionality refers to.  
[bookmark: _Hlk165388155]2.	Supported AI/ML-enabled Features/FGs and supported functionalities are included in UE capability.
1. Support proactive reporting of UE-sided applicable functionality, e.g., the UE reports its applicable AI/ML functionalities via UAI message/LPP message.  
2. Support reactive reporting of UE-sided applicable functionality.  The NW configures AI/ML functionalities via RRC/LPP message.  FFS what the configuration contains. FFS how to report applicable functionality and what is applicable functionality 
3. FFS how the two approaches will be specified and whether we can combine them into one procedure.    FFS how to report applicable functionality, what is applicable functionality, how the UE determines which function is applicable or not (if it is needed)


In this contribution, we share our views about capability signalling and NW control for data collection for UE-sided model, performance monitoring focusing on NW-sided model.
2	Discussion
2.1	UE-side LCM
For positioning as per prioritized use case we focus on the following: 
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning

In Case 1, the measurements performed by UE is input for positioning engine or the AI/ML model to predict or determine the UE location. AI/ML model resides within the UE node. In such cases, as the sole responsibility on the UE to perform the measurement, collect data for training, perform model inference, thus the LCM should be UE responsibility or managed over the top. 
[bookmark: _Toc166223365]It is up to UE implementation on how UE obtains and stores the model, how UE selects the model, how UE switches from one model to another.
[bookmark: _Toc166223371]For prioritized use case 1, the responsibility of LCM for the UE-side model is on the UE or on the server performing the UE-side model training.

[bookmark: _Hlk166076322]2.1.1	Discussion on Case 1 as a new positioning method
Case1 is the only high priority use case with UE involved where RAN2 would be impacted. For other high priority cases there may be need of RAN3 NRPPa signaling as well. Hence, for now we focus on this case 1.
One aspect that should be fundamental to discuss is that whether Case 1 will be AI/ML based positioning method or not. For example, currently RAT dependent positioning methods are DL-TDOA, DL-AOD, UL-TDOA, Multi-RTT etc. Thus, when AI/ML is introduced whether there will be a need of new positioning method called UE-based direct AI/ML Positioning method. Since a separate capability and additional conditions would be needed to execute AI/ML positioning procedure, a separate positioning method for case1 is more apt. 
[bookmark: _Toc166223366]It would be clean design to define Case 1 as a new positioning method. 
This decision would influence the RAN2 signalling design.
[bookmark: _Toc166223372]RAN2 take Case 1 as a new positioning method as working assumption. 
2.1.2	Capability signalling of AI/ML-enabled Features/FG
In RAN2 125bis, it has been agreed to include supported AI/ML-enabled Features/FGs and supported functionalities are included in UE capability. 
For functionality identification regarding AI/ML feature with UE-side models, the UE is expected to report its supported functionality for AI/ML-based positioning, e.g., direct AI/ML positioning / AI/ML assisted positioning. For more granular capability description regarding the processing capability for Channel Impulse Response, Power Delay Profile, Delay Profile CIR/PDP/DP etc can wait for RAN1 discussion. 
The signalling exchange of AI/ML-enabled Features/FGs between UE and LMF can be done via legacy procedures of UE capability transfer procedure in LPP. LPP already supports UE to send capability in both solicted and unsolicited manner, to which the proactive and reactive reporting are mapped to. 
[bookmark: _Toc166223373]Include supported functionality (e.g., direct and/or assisted AI/ML positioning) for AI/ML-based positioning in LPP capability msg. 
[bookmark: _Toc166223374]Reuse solicted and unsolicited manner for LPP capability exchange for AI/ML-based positioning capability. 
2.1.3	AI/ML model associated conditions
[bookmark: _Hlk163141168]Each AI/ML models for positioning generally has limited applicability/validity conditions, which may include an area / PRS configuration that are associated model training. Such information is beneficial for LMF to configure suitable PRS configuration to UE for AI/ML model inference. However, current LPP signalling does not support to include such AI/ML model applicability/validity conditions. RAN2 should discuss the possibility to convey AI/ML model applicability/validity conditions in LPP, via assistance data IE.
[bookmark: _Toc166223367]Current LPP signalling does not support UE to provide AI/ML model applicability/validity conditions to LMF.
[bookmark: _Toc166223375]RAN2 to support UE to provide AI/ML model applicability/validity/availability conditions to LMF via assistance data message in LPP. 

2.1.4	Logging for training data collection
The UE logging for positioning should be supported since it is the fundamental of AI/ML model generation. UE logging of Positioning measurements for UE side model and reporting it to the server in charge of UE-side model training. 
The discussion about controllability and visibility of the collected data was the subject of an email discussion post RAN2#125-bis. Our view it is provided in a dedicated paper submitted to RAN2#126, and it is not treated in this present paper.
2.1.5	Training in positioning
Related to model training for positioning, the model training itself is performed at UE or OTT, which is out of 3GPP scope. The data collection for training, which only requires PRS configuration, is similar to existing procedure where UE requests assistance data of PRS configuration for legacy positioning measurements. Thus legacy procedure/ways to provide PRS configuration including broadcasting via posSIBs, LPP ProvideAssistanceData and on-demand PRS can be reused for sending UE PRS configuration for AI/ML data collection for training and inference. To support data collection for Case 1 model training, there should be a mechanism that allows the UE to inform the LMF about the need to start (or stop) data collection for model training and to request assistance data of DL-PRS configuration for UE to measure. On-demand PRS initiated by MO-LR mechanism can be used for this purpose, which can request PRS configuration with a duration and initiated by UE. Regardless of the way UE uses for informing LMF about the start (or stop) data collection for model training and to request assistance data of DL-PRS configuration, LMF can decide how to provide the PRS configuration to UE following the legacy ways.
[bookmark: _Hlk162964121]That is below Note from TS 38.305 spec for on-demand PRS is also applicable for data collection purposes.
NOTE 3:	If the LPP Request Assistance Data for On-Demand DL-PRS at Step 2a was sent in an MO-LR location service request message, the LMF provides a MO-LR response as described in clause 7.3.3.
[bookmark: _Toc166223368]Legacy procedure/ways to provide PRS configuration including broadcasting via posSIBs, LPP ProvideAssistanceData and on-demand PRS can be reused for AI/ML data collection for training and inference.
[bookmark: _Toc166223376]On-demand PRS request initiated by MO-LR is reused for UE to initiate data collection procedure. No new enhancement is needed in terms of signaling.
[bookmark: _Toc166223377]Reuse legacy ways to provide PRS configuration including broadcasting via posSIBs, LPP ProvideAssistanceData and on-demand PRS for AI/ML data collection for UE-side model training.

2.2	LCM for NW-side model
For positioning, there are two high priority case where data collection has to be performed by LMF and gNB:
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
2.2.1 Data collection
2.2.1.1	LMF-side data collection
The feasibility of different training entities for the LMF-side data collection, including LMF and NWDAF is under study in SA2. In RAN scope, LMF can request PRU to report ground truth location coordinates via LPP for training. For Case 3b, the SRS measurement by gNB can be sent to LMF via NRPPa. 
[bookmark: _Hlk163045881][bookmark: _Toc163203337][bookmark: _Toc166223369]LMF-side data collection can be supported by existing signalling in LPP and NRPPa. However, common frame work such as MDT can be explored for data collection.
2.2.1.2	gNB Side Data Collection
[bookmark: _Hlk163143848]For Case 3a, the model is at gNB side. If considering model training is performed at gNB, besides the SRS measurements collected at TRP(s), the ground truth UE location coordinates associated with the SRS measurement should also be available at the gNB. However, there is no signaling supported for gNB to request and get such ground truth labels. A straightforward way to support this is by RRC, i.e.,gNB request PRU to send ground truth UE location coordinate via RRC, and PRU reply via RRC. PRU sending ground truth UE location coordinate to gNB via RRC is more efficient compared to sending it first to LMF which further forwarding to gNB, especially when PRU is requested to send updated location coordinate when moving. 
[bookmark: _Toc163203338][bookmark: _Toc166223370]PRU sending ground truth  location coordinate directly to gNB via RRC is an efficient way to support gNB-side data collection.
[bookmark: _Toc163121864][bookmark: _Toc163203347][bookmark: _Toc166223378]PRU sends ground truth location coordinate to gNB via RRC for gNB-side data   collection.
2.2.2 Performance monitoring
Regarding performance monitoring for positioning, it should be the performance of target UE’s location estimate, and LMF has such information for both Case 3a and Case 3b. For Case 3b direct AI/ML positioning, the performance of target UE’s location estimate is the same as direct AI/ML positioning model performance. While for Case 3a, whose inferred output are intermediate measurement result (used by LMF to further calculate target UE’s location estimate), the performance of target UE’s location estimate is correlated with the assisted AI/ML positioning model for Case 3a. To minimize signaling, model/functionality management entity should be the same entity that has model/perform inference, which is gNB for Case 3a and LMF for Case 3b. For Case 3a, LMF can signal positioning performance of target UE’s location estimate to assist gNB for model management. 
[bookmark: _Toc166223379]Model/functionality management entity should be the same entity that has model/perform inference (gNB for Case 3a, LMF for Case 3b).
[bookmark: _Toc166223380]Support LMF to signal positioning performance of target UE’s location estimate to assist gNB for model management.

[bookmark: _Toc109400796][bookmark: _Toc109400797][bookmark: _Toc109400798][bookmark: _Toc109400799][bookmark: _Toc109400800][bookmark: _Toc109400801][bookmark: _Toc109400802][bookmark: _Toc109400803][bookmark: _Toc109400804][bookmark: _Toc109400805][bookmark: _Toc109400806][bookmark: _Toc109400807][bookmark: _Toc109400808][bookmark: _Toc109400809][bookmark: _Toc109400810][bookmark: _Toc109400811][bookmark: _Toc109400812][bookmark: _Toc109400813][bookmark: _Toc109400814][bookmark: _Toc109400815][bookmark: _Toc109400816][bookmark: _Toc109400817][bookmark: _Toc109400818][bookmark: _Ref134612902]3	Conclusion
[bookmark: _Ref189046994]In the previous sections we made the following observations: 
Observation 1	It is up to UE implementation on how UE obtains and stores the model, how UE selects the model, how UE switches from one model to another.
Observation 2	It would be clean design to define Case 1 as a new positioning method.
Observation 3	Current LPP signalling does not support UE to provide AI/ML model applicability/validity conditions to LMF.
Observation 4	Legacy procedure/ways to provide PRS configuration including broadcasting via posSIBs, LPP ProvideAssistanceData and on-demand PRS can be reused for AI/ML data collection for training and inference.
Observation 5	LMF-side data collection can be supported by existing signalling in LPP and NRPPa. However, common frame work such as MDT can be explored for data collection.
Observation 6	PRU sending ground truth  location coordinate directly to gNB via RRC is an efficient way to support gNB-side data collection.

Based on the discussion in the previous sections we propose the following:
Proposal 1	For prioritized use case 1, the responsibility of LCM for the UE-side model is on the UE or on the server performing the UE-side model training.
Proposal 2	RAN2 take Case 1 as a new positioning method as working assumption.
Proposal 3	Include supported functionality (e.g., direct and/or assisted AI/ML positioning) for AI/ML-based positioning in LPP capability msg.
Proposal 4	Reuse solicted and unsolicited manner for LPP capability exchange for AI/ML-based positioning capability.
Proposal 5	RAN2 to support UE to provide AI/ML model applicability/validity/availability conditions to LMF via assistance data message in LPP.
Proposal 6	On-demand PRS request initiated by MO-LR is reused for UE to initiate data collection procedure. No new enhancement is needed in terms of signaling.
Proposal 7	Reuse legacy ways to provide PRS configuration including broadcasting via posSIBs, LPP ProvideAssistanceData and on-demand PRS for AI/ML data collection for UE-side model training.
Proposal 8	PRU sends ground truth location coordinate to gNB via RRC for gNB-side data   collection.
Proposal 9	Model/functionality management entity should be the same entity that has model/perform inference (gNB for Case 3a, LMF for Case 3b).
Proposal 10	Support LMF to signal positioning performance of target UE’s location estimate to assist gNB for model management.
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