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As per the WID [1] of AIML for air interface, the first priority use cases include:
· Direct AI/ML positioning:
· Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 	
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
With the discussion in RAN2 #125bis [2], we have achieved some progress on LCM for network-sided positioning use cases.
1 For POS, RAN2 assumes gNB or LMF could perform performance monitoring for case 3a and LMF is responsible for the performance monitoring for case 3b and wait for any further inputs from other WGs
2 For POS, RAN2 assumes that NRPPa is used for the signalling between gNB and LMF for case 3a and 3b and the detailed signalling design is up to RAN3.
For UE-sided model, RAN2 had some basic agreements [2]: 
Agreements for positioning and beam management 
1 Support proactive reporting of UE-sided applicable functionality, e.g., the UE reports its applicable AI/ML functionalities via UAI message/LPP message.  
2 Support reactive reporting of UE-sided applicable functionality.  The NW configures AI/ML functionalities via RRC/LPP message.  FFS what the configuration contains. FFS how to report applicable functionality and what is applicable functionality 
3	FFS how the two approaches will be specified and whether we can combine them into one procedure.    FFS how to report applicable functionality, what is applicable functionality, how the UE determines which function is applicable or not (if it is needed)
In this contribution, we will further discuss on UE-sided model and NW-sided model focusing on 1st priority positioning use cases.
Discussion
General
For functionality-based LCM, according the description of TR 38.843 [3], the model may not be identified at the network, and UE may perform model-level LCM. And whether and how much awareness/interaction NW should have about model-level LCM requires further study.
	In functionality-based LCM, network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signalling (e.g., RRC, MAC-CE, DCI). Models may not be identified at the Network, and UE may perform model-level LCM. Whether and how much awareness/interaction NW should have about model-level LCM requires further study. For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature, whereby AI/ML-enabled Feature refers to a Feature where AI/ML may be used. Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.


In our understanding, the model used within UE-sided positioning can be transparent for network, but the UE should guarantee the used model to be applicable for the functionality indicated by network. If the network needs to identify all the models within UE side for the functionality, it will make the issue complicated. We suggest that RAN2 can assume that the model used at UE side for the functionality is not identified at network for now.
Proposal 1: For functionality-based LCM, RAN2 assumes that the model used at UE side for the functionality is not identified at network for now.
RAN2 agreed that which AI/ML-enabled Features/FGs and functionalities are supported should be standardized, and the details wait for RAN1’s progress. FFS what functionality refers to. For the granularity of functionality, based on the description in TR 38.843 [3], there may be either one or more than one Functionalities defined within an AI/ML-enabled feature, whereby AI/ML-enabled Feature refers to a Feature where AI/ML may be used. We understand that AI/ML-enabled Feature can be use case specific or sub-use case specific, e.g. AI/ML-enabled Positioning, AI/ML-enabled direct positioning, AI/ML-enabled assisted positioning. Furthermore, the functionality has finer granularity than AI/ML-enabled feature.
Proposal 2: AI/ML-enabled Feature can be use case specific or sub-use case specific, e.g. AI/ML-enabled Positioning, AI/ML-enabled direct positioning, AI/ML-enabled assisted positioning.
For the granularity of functionality, it is represented by configuration which is based on the conditions indicated by UE capability. According to RAN1 progress, we understand that the conditions could be, e.g. supported model input types, supported model output types, etc..
Based on the above analysis, for easy understanding, we show some examples for functionalities:
· To predict UE location (output) based on 8 TRP measurements (input)
· To predict immediate positioning measurements (output) based on 4 TRP measurements (input)
· To predict immediate positioning measurement (output) based on 1 TRP measurement (input)
For the details of the conditions or functionalities, we think the issue should be decided in RAN1 discussion. 
Proposal 3: The granularity of functionality is configured by conditions for each AI/ML-enabled feature, where the conditions are indicated by UE capability. The details are up to RAN1 discussion.
Functionality identification
UE-sided model is discussed, for the supported functionalities and capabilities reporting, RAN2 had following agreements:
Agreements
1.	Which AI/ML-enabled Features/FGs and functionalities are supported should be standardized. The details wait for RAN1’s progress.   “supported” means that the UE is capable of supporting the functionality and doesn’t mean neccesarily that the UE has the model available.  FFS what functionality refers to.  
2.	Supported AI/ML-enabled Features/FGs and supported functionalities are included in UE capability.
RAN2 had agreed that supported AI/ML-enabled Features/FGs and supported functionalities are included in UE capability. During R18 study phase, RAN1 agreed that legacy UE capability framework can be the baseline for functionality identification. In legacy positioning, a limited set of UE positioning capabilities and UE user plane positioning capabilities can be transferred to the 5GCN in the 5GMM capability during registration of the UE. Some of these positioning capabilities may be transferred subsequently to an LMF. The LMF sends capability request to UE for positioning, and UE responds to LMF with the UE capability for positioning. For AI positioning, the functionality identification can be performed between the UE and LMF, during the LPP capability transfer procedure.
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Figure 5.1.1-1 LPP capability transfer procedure [4]
Proposal 4: For AI/ML based positioning, the functionality identification is performed between UE and LMF, during the LPP capability transfer procedure. 
Functionality management
For the functionality management, RAN2 down select the alternatives. The approach, “UE autonomous, decision reported to the network”, “Network decision, UE-initiated” should be further discussed.
Agreements：
4.  For UE-sided model, for the functionality management, the “network decision, network-initiated” AI/ML management is supported as a baseline.  The following can be considered further “UE autonomous, decision reported to the network”, “Network decision, UE-initiated” (i.e. proactive approach).  
5.  “UE-autonomous, UE’s decision is not reported to the network” is not considered for Rel-19
In our understanding, UE positioning case1 is UE implementation. However, the network should manage and make desicison on the functionality, to guarantee the system performance. For selection/activation/switching UE-sided functionality, the initiation/decision can take place either in network only, to avoid the confusion between UE and network. For case 1, the “Network decision, UE-initiated” is feasible. For the “UE autonomous, decision reported to the network”, if the UE decision is based on NW configuration, such as event, we are fine to further discuss this solution.
Proposal 5: “Network decision, UE-initiated” AI/ML management can be considered for positioning case 1.
Proposal 6: For the “UE autonomous, decision reported to the network” AI/ML management, the network can send the event to the UE for decision.
For UE-sided model, both LMF and UE can perform functionality performance monitoring, i.e. compute the monitoring metrics/KPIs. LMF could collect the data from various trusted entities, such as measurements and location info from PRU(s). These information will be helpful for UE to perform functionality performance monitoring as assistance information. 
Proposal 7：LMF can provide some assistance data to UE for performance monitoring for UE-sided model, e.g. measurements and location info from PRU(s).
Conclusion 
According to the above discussion, the following observations and proposals are given:
Proposal 1: For functionality-based LCM, RAN2 assumes that the model used at UE side for the functionality is not identified at network for now.
Proposal 2: AI/ML-enabled Feature can be use case specific or sub-use case specific, e.g. AI/ML-enabled Positioning, AI/ML-enabled direct positioning, AI/ML-enabled assisted positioning.
Proposal 3: The granularity of functionality is configured by conditions for each AI/ML-enabled feature, where the conditions are indicated by UE capability. The details are up to RAN1 discussion.
Proposal 4: For AI/ML based positioning, the functionality identification is performed between UE and LMF, during the LPP capability transfer procedure. 
Proposal 5: “Network decision, UE-initiated” AI/ML management can be considered for positioning case 1.
Proposal 6: For the “UE autonomous, decision reported to the network” AI/ML management, the network can send the event to the UE for decision.
Proposal 7：LMF can provide some assistance data to UE for performance monitoring for UE-sided model, e.g. measurements and location info from PRU(s).
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