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1  Introduction
In last meeting [1], RAN2 discussed the LCM for UE-sided model and achieved the following agreements. 
Agreements
1.	Which AI/ML-enabled Features/FGs and functionalities are supported should be standardized. The details wait for RAN1’s progress.   “supported” means that the UE is capable of supporting the functionality and doesn’t mean neccesarily that the UE has the model available.  FFS what functionality refers to.  
2.	Supported AI/ML-enabled Features/FGs and supported functionalities are included in UE capability.
Agreements for positioning and beam management 
1 Support proactive reporting of UE-sided applicable functionality, e.g., the UE reports its applicable AI/ML functionalities via UAI message/LPP message.  
2 Support reactive reporting of UE-sided applicable functionality.  The NW configures AI/ML functionalities via RRC/LPP message.  FFS what the configuration contains. FFS how to report applicable functionality and what is applicable functionality 
3 FFS how the two approaches will be specified and whether we can combine them into one procedure.    FFS how to report applicable functionality, what is applicable functionality, how the UE determines which function is applicable or not (if it is needed)
Agreements:
1	For UE-sided model, for the functionality management, the “network decision, network-initiated” AI/ML management is supported as a baseline.  The following can be considered further “UE autonomous, decision reported to the network”, “Network decision, UE-initiated” (i.e. proactive approach).  
2	“UE-autonomous, UE’s decision is not reported to the network” is not considered for Rel-19
This contribution will focus on the UE-sided model LCM for beam management use case.
2  Discussion
2.1 General
For functionality-based LCM, according the description of TR 38.843 [3], model may not be identified at the network, and UE may perform model-level LCM. And whether and how much awareness/interaction NW should have about model-level LCM requires further study. 
	[bookmark: _GoBack]In functionality-based LCM, network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signalling (e.g., RRC, MAC-CE, DCI). Models may not be identified at the Network, and UE may perform model-level LCM. Whether and how much awareness/interaction NW should have about model-level LCM requires further study. For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature, whereby AI/ML-enabled Feature refers to a Feature where AI/ML may be used. Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.


In our understanding, the model used within UE side can be transparent for network, but the UE should guarantee the used model to be applicable for the functionality indicated by network. If the network needs to identify all the models within UE side for the functionality, it will make the issue complicated. In addition, the necessity and details of model identification are still studied in RAN1. 
To make the discussion clear and easy, we suggest that RAN2 can assume that the model used at UE side for the functionality is not identified at network for now.
Proposal 1: For functionality-based LCM, RAN2 assumes that the model used at UE side for the functionality is not identified at network for now.

2.2 Granularity of AI/ML-enabled Feature and functionality
In last meeting, RAN2 agreed that which AI/ML-enabled Features/FGs and functionalities are supported should be standardized, and the details wait for RAN1’s progress. FFS what functionality refers to. 
For the granularity of functionality, based on the description in TR 38.843 [3], there may be either one or more than one Functionalities defined within an AI/ML-enabled feature, whereby AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
	For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature, whereby AI/ML-enabled Feature refers to a Feature where AI/ML may be used. Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models, functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG. 


Therefore, we understand that AI/ML-enabled Feature can be use case specific or sub-use case specific, e.g. AI/ML-enabled Beam management, AI/ML-enabled Spatial-domain beam prediction, AI/ML-enabled time-domain beam prediction. Furthermore, the functionality has finer granularity than AI/ML-enabled feature.
Observation 1: Based on the description in TR 38.843, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature, which means that the functionality has finer granularity than AI/ML-enabled feature.
Proposal 2: AI/ML-enabled Feature can be use case specific or sub-use case specific, e.g. AI/ML-enabled Beam management, AI/ML-enabled Spatial-domain beam prediction, AI/ML-enabled time-domain beam prediction.
For the granularity of functionality, it is represented by configuration which is based on the conditions indicated by UE capability. According to RAN1 progress, we understand that the conditions could be, e.g. supported model input types, supported model output types, etc..
Based on the above analysis, for easy understanding, we show some examples for functionalities:
· To predict 128 beams results (Set A) using 8 beams results (Set B) as input
· To predict 64 beams results (Set A) using 8 beams results (Set B) as input
· To predict the future 4 time instances (Set A) using 4 historic results (Set B) as input
For the details of the conditions or functionalities, we think the issue should be decided in RAN1 discussion. 
Proposal 3: The granularity of functionality is configured by conditions for each AI/ML-enabled feature, where the conditions are indicated by UE capability. The details are up to RAN1 discussion.

2.3 Applicable functionality reporting
In last meeting, RAN2 discussed the proactive and reactive reporting of applicable functionality, and agreed to support both of them, some issues are FFS.
4 Support proactive reporting of UE-sided applicable functionality, e.g., the UE reports its applicable AI/ML functionalities via UAI message/LPP message.  
5 Support reactive reporting of UE-sided applicable functionality.  The NW configures AI/ML functionalities via RRC/LPP message.  FFS what the configuration contains. FFS how to report applicable functionality and what is applicable functionality 
6 FFS how the two approaches will be specified and whether we can combine them into one procedure.    FFS how to report applicable functionality, what is applicable functionality, how the UE determines which function is applicable or not (if it is needed)
For proactive reporting, we think that UE Assistance Information is enough to support the reporting of applicable functionality. In legacy mechanism, whether and what the assistance information reported will be configured by the network, and the UE can signal the network through UEAssistanceInformation.
Similar to legacy mechanism, an indication in RRCReconfiguration is also needed to indicate the UE to report the applicable functionality, e.g. when the applicable functionality changes. 


Figure 1: Proactive reporting via UE Assistance Information
Proposal 4: RAN2 confirms to use UEAssistanceInformation to support the proactive reporting of UE-sided applicable functionality.
Proposal 5: An indication in RRCReconfiguration message should be introduced to indicate the UE to proactively report the applicable functionality.
For reactive reporting, the NW configures AI/ML functionalities via RRC message. We think that it is straight forward to reuse RRCReconfiguraiton message. Furthermore, the report of applicable functionality can reuse RRCReconfiguraitonComplete message. 
Proposal 6: RRCReconfiguraiton message is used for the configuration of AI/ML functionalities.
Proposal 7: RRCReconfiguraitonComplete message is used for the reactive reporting of UE-sided applicable functionalities.
For the details of functionality configuration, we think it is related to the granularity of functionality. Therefore, we prefer to postpone the discussion until we have great progress on granularity of functionality.
Proposal 8: RAN2 postpones the discussion on the details of functionality configuration until the granularity of functionality is clear.

2.4 Data collection for inference
For UE-sided model, gNB needs to configure the Set A and Set B to the UE for inference, then the UE measures the beams in Set B, and take the measurements as input of model. 


Figure 1. Model/Functionality inference at UE side
As per RAN1 reply LS [2] in R18 study, RAN1 has agreed that L1 reporting is used to report beam prediction results considering the latency requirement is time-critical (e.g. a few msecs) and data size is small. And RAN1 is discussing the details of data content in R19. 
RAN1#116 meeting agreed to take the current CSI framework as starting point for configuration of Set B. We think RAN2 can assume that the configuration of Set A also takes the current CSI framework as starting point, therefore the legacy CSI-MeasConfig including CSI-ReportConfig can be enhanced based on RAN1 input.
	RAN1#116 Conclusion
For UE sided model at least for inference, for measurement, the configuration of Set B, 
· take the current CSI framework as the starting point


Observation 2: RAN1 agreed that L1 reporting is used for beam management with UE-sided model inference, and take the current CSI framework as starting point for configuration of Set B.
Proposal 9: For the configuration of Set A and Set B for UE-sided model inference, the legacy CSI-MeasConfig including CSI-ReportConfig can be enhanced based on RAN1 input.
The NW-side additional condition for the consistency across training and inference for UE-sided model is under RAN1 discussion, RAN2 can wait for RAN1’s progress and firstly focus on other aspects.
	RAN1#116bis Agreement
Further study, for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B:
· Opt1: Based on associated ID (Referring to AI 9.1.3.3)
· FFS on what can be assumed by UE with the same associated ID across training and inference
· FFS on how associated ID is introduced, e.g., within CSI framework, or outside of CSI framework
· Opt 2: Performance monitoring based
· FFS details  
· Other options are not precluded. 


Proposal 10: For NW-side additional condition for UE-sided model, RAN2 can wait for RAN1’s progress.

2.5 Data collection for management
In last meeting, RAN2 agreed that for UE-sided model, for the functionality management, the “network decision, network-initiated” AI/ML management is supported as a baseline. “UE autonomous, decision reported to the network”, “Network decision, UE-initiated” (i.e. proactive approach) can be considered further. 
The procedure of network decision, network-initiated AI/ML management is depicted in Figure 7.2.1.1-1 of TR 38.843 [3].
    
Figure 7.2.1.1-1: Network decision, network-initiated AI/ML management [3]
For the configuration, at least the configuration of Set A and reporting should be included. Similar to we discuss for gNB-sided model, we think that the existing CSI framework for configuration of Set A can be taken as starting point, and the legacy CSI-MeasConfig including CSI-ReportConfig can be enhanced based on RAN1 input.
Proposal 11: RAN2 assumes that the existing CSI framework for configuration of Set A can be taken as starting point, and the legacy CSI-MeasConfig including CSI-ReportConfig can be enhanced based on RAN1 input.
For the report of performance, the data size for management is small and latency requirement is near-real-time based on RAN1 reply LS [2], L1 signaling and L3 signaling can be considered.
	LCM purpose
	UE-side/NW-side models
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Monitoring
	UE-side
	Event occurrence and/or calculated performance metrics (from UE to NW)
See Note 4
	Small (10s of bits)
	Near-real-time
	


Proposal 12: L1 signaling or L3 signaling can be considered for beam management with UE-sided model management.
For other assistance information to be used for UE-sided model management, we think UE-side additional condition can be reported to help the network make a good decision, for example, to select/activate an applicable model/functionality for UE. And the details of necessary UE-side additional conditions can be further discussed.
Proposal 13: UE-side additional conditions (e.g. UE speed) can be reported to gNB for management decision. FFS on the details of necessary UE-side additional conditions.

2.6 Data collection for training
For data content for UE-side model training, RAN1 indicated that L1-RSRPs and/or beam-IDs are used for model training in reply LS [3] during the R18 study. 
	LCM purpose
	UE-side/NW-side models
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	UE-side, NW-side
	L1-RSRPs and/or beam-IDs
	See Note 1 for L1-RSRPs
	Relaxed
	


We understand at least L1-RSRPs and/or beam-IDs are needed to be collected from the UE. Other assistance information can be further discussed. On the other hand, we think the details of data content for UE-sided model training can be discussed in this sub agenda, and the data collection framework will be discussed in Agenda 8.1.3.
Proposal 14: For UE-sided model training, at least L1-RSRPs and/or beam-IDs should be collected from UE. FFS on other information.

3	Conclusion
Here are the observations and proposals for LCM for NW-sided model for beam management.
General:
Proposal 1: For functionality-based LCM, RAN2 assumes that the model used at UE side for the functionality is not identified at network for now.
Granularity of AI/ML-enabled Feature and functionality:
Observation 1: Based on the description in TR 38.843, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature, which means that the functionality has finer granularity than AI/ML-enabled feature.
Proposal 2: AI/ML-enabled Feature can be use case specific or sub-use case specific, e.g. AI/ML-enabled Beam management, AI/ML-enabled Spatial-domain beam prediction, AI/ML-enabled time-domain beam prediction.
Proposal 3: The granularity of functionality is conditions specific for each AI/ML-enabled feature, where the conditions are indicated by UE capability. The details are up to RAN1 discussion.
Applicable functionality reporting:
Proposal 4: RAN2 confirms to use UEAssistanceInformation to support the proactive reporting of applicable functionality.
Proposal 5: An indication in RRCReconfiguration message should be introduced to indicate the UE to proactively report the applicable functionality.
Proposal 6: RRCReconfiguraiton message is used for the configuration of AI/ML functionalities.
Proposal 7: RRCReconfiguraitonComplete message is used for the reactive reporting of UE-sided applicable functionalities.
Proposal 8: RAN2 postpones the discussion on the details of functionality configuration until the granularity of functionality is clear.
Data collection for inference:
Observation 2: RAN1 agreed that L1 reporting is used for beam management with UE-sided model inference, and take the current CSI framework as starting point for configuration of Set B.
Proposal 9: For the configuration of Set A and Set B for UE-sided model inference, the legacy CSI-MeasConfig including CSI-ReportConfig can be enhanced based on RAN1 input.
Proposal 10: For NW-side additional condition for UE-sided model, RAN2 can wait for RAN1’s progress.
Data collection for management:
Proposal 11: RAN2 assumes that the existing CSI framework for configuration of Set A can be taken as starting point, and the legacy CSI-MeasConfig including CSI-ReportConfig can be enhanced based on RAN1 input.
Proposal 12: L1 signaling or L3 signaling can be considered for beam management with UE-sided model management.
Proposal 13: UE-side additional conditions (e.g. UE speed) can be reported to gNB for management decision. FFS on the details of necessary UE-side additional conditions.
Data collection for training:
Proposal 14: For UE-sided model training, at least L1-RSRPs and/or beam-IDs should be collected from UE. FFS on other information.

4	Reference
[1] Draft_R2_125bis_Meeting_Report_v2
[2] R2-2311720 Reply LS on Data Collection Requirements and Assumptions (R1-2310681)
[3] TR 38.843 Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface
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