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1 Introduction
One of the key issues for SON/MDT in Rel-19 is to continue the leftovers from Rel-18 (as in WID: RP-234038):
	- Support of the leftovers in Rel-18 SON/MDT [RAN3, RAN2]

•
RACH optimization for SDT

•
MHI Enhancement for SCG Deactivation/Activation

•
MRO for MR-DC SCG failure


In this contribution, we provide our view to above 3 topics, respectively, based on the latest progress from RAN3#123bis.
2 RACH optimization for SDT
RAN3#123bis agreed to work on the RACH optimization for SDT, but on the scenario first. In the following sections, we start from the scenarios and make further suggestions on the data volume information and failure cause reporting, and other info to be reported from UE for CG-SDT/MT-SDT. 
	RACH optimization for SDT:

Work on scenario of RACH optimization for SDT first.


SDT works like this:
· a data volume threshold (e.g., sdt-DataVolumeThreshold) and a RSRP threshold (e.g. sdt-RSRP-Threshold) can be configured to UE, for UE to determine whether to perform SDT procedure initiated for MO-SDT. 
· UE could initiate MO-SDT procedure only if UL data awaiting transmission is less than or equal to the data volume threshold, the DL RSRP is above the configured SDT RSRP threshold, and a valid SDT resource is available. Otherwise, legacy random access procedure is initiated.

There are following cases/scenarios we might want to optimize using the tool of SON.
2.1 SDT efficiency
case 1. SDT configured but not initiated
If not properly configured for the SDT, for example,
· if too rigorous, there may be few UEs can initiate SDT procedure, leading to a waste of resources reserved for SDT, congesting RA resources and resulting in worse user experiences (e.g., unnecessary RACH, and congestion/delay in RACH). 
· if too loose, there may be too many UEs initiate SDT procedure and thus the SDT resources may be congested. which further leads to SDT performance deterioration.
Therefore, when UE initiates a legacy RA (instead of SDT procedure if configured), it might be helpful to report SDT related information (e.g., Data volume threshold and SDT RSRP threshold) in RA report to help NW to fine-tune the thresholds for SDT procedure initiation and for NW to perform RACH optimization.
case 2. SDT triggered while CG-SDT is configured but not initiated
If the conditions for data volume and DL RSRP are satisfied for MO-SDT, UE could initiate SDT procedure and check if there are valid CG resources available for SDT. If yes, SDT procedure is initiated using CG resources, otherwise SDT procedure is initiated using RACH resources. That is, RA is initiated for SDT transmission if the conditions for CG-SDT are not satisfied. 
Therefore, it might also be helpful that CG-SDT related information is included in RA report to let gNB know why CG-SDT is not satisfied. So that gNB could tune/configure the thresholds/limitation for SDT using CG resources properly and adjust/coordinate the CG resources and RACH resources for SDT comprehensively.
In above scenarios, network may want to configure above parameters well with the help of SON. Otherwise, there might be impacts to user experiences and network performance, e.g., when the allocation of SDT resources (including RACH resources and CG resources configured for SDT) and common RACH resources.
Observation 1 The configured thresholds (e.g. sdt-DataVolumeThreshold, sdt-RSRP-Threshold) for SDT may impact the usage of SDT resources and RACH resources for legacy RA, i.e., it may affect SDT performance, RA performance and eventually user experience.
Proposal 1 RAN2 works on the following scenario for RACH optimization for SDT: case 1. SDT configured but not initiated; case 2. SDT triggered while CG-SDT is configured but not initiated.
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Figure 2.1-1. It is always the art of compromise on resources allocation, to SDT or not to SDT (i.e., RACH).
2.2 SDT failure cause
Once initiated, the SDT procedure may be unsuccessfully completed upon,
· cell re-selection, 
· expiry of the SDT failure detection timer(T319a), 
· a MAC entity reaching a configured maximum PRACH preamble transmission threshold, 
· an RLC entity reaching a configured maximum retransmission threshold, or 
· integrity check failure while SDT procedure is ongoing, or expiry of SDT-specific timing alignment timer or configuredGrantTimer while SDT procedure is ongoing over CG and the UE has not received a response from the network after the initial PUSCH transmission. 
After which, the UE transitions to RRC_IDLE.

Different failure causes may require different optimization strategies. For example, in case the failed SDT is due to the expiry of T319a, it could indicate that the configuration of T319a may need to be optimized. Therefore, it is proposed to include the failure cause (e.g., expiry of T319a) when SDT fails.
Observation 2 Including failure cause of SDT failure in the RACH report can help NW to analyze the root cause of failed SDT procedure.

Proposal 2 UE includes the failure cause of SDT (e.g., expiry of T319a) when SDT fails.
2.3 RA purpose for MT-SDT
Consider the following scenario: after paging for MT-SDT, there might be RACH based SDT. And common RACH resource will be used, 
· if RACH is successful, gNB cannot tell whether RACH is for an MT-SDT or other purposes.
· if RACH is failed, gNB should be able to know the purpose based on UE reports: if the SDT failure related report does not include the RACH feature related content, then NW should be able to tell the failure is for MT-SDT.
Observation 3 NW is not aware of the purpose of a RACH is for MT-SDT transmission based on RACH report if the RA is initiated successfully for MT-SDT.
Proposal 3 UE includes the MT-SDT indication in raPurpose in RA report if the RA is initiated for MT-SDT.
3 MHI Enhancement for SCG Deactivation/Activation
It was a common understanding that in RAN3, on this Rel-18 leftover the MHI enhancement will be largely a RAN2 issue. RAN3 will further wait for RAN2’s further progress.
	MHI:

Wait RAN2 progress


The motivation behind this topic during Rel-18 discussion is that, to enhance MHI to allow storing SCG (de)activation related information, therefore, to allowing network to understand the active time of a SCG. It might be beneficial for network to be aware of how efficient the configured SCGs are. And based on this information, network is then able to optimize future DC configurations to balance the UE battery usage and data traffic efficiency.

And the solutions are also quite straightforward: to include SCG activate time (the time of SCG activation, or percentage of time that SCG activation) in PSCell MHI, as in previous RAN2 discussion. 
However, there might be one missing part in the above: traffic characteristic itself. Assume the following case:

· if the activation period is 10%, it is a good or bad dual connection configuration? Not sure. It might actually be a good strategy for bursty traffic, e.g., the traffic itself is on for only 10% of the time. Network is actually doing great job by activating the SCG for an appropriate period, no more & no less.
· if 100%, good or bad? Can’t tell either. That depends on the traffic demand at that time as well.
Observation 4 It might be beneficial for network to be aware of how efficient the configured SCGs are, e.g., NW is then able to optimize future DC configurations to balance the UE battery usage and data traffic efficiency. 
Observation 5 Without data traffic characteristic, the activation/deactivation information becomes irrelevant.
One might ask what the traffic characteristic is. We think data rates could be a well defined KPI to characterize how efficient an SCG is configured. We invent DC to meet the capacity requirement, right? We suggest RAN2 to have a discussion whether and what is the traffic characteristics needed:
Proposal 4 UE includes traffic characteristics (e.g., average data rate during activation period) in the MHI together with the SCG activation/deactivation information.
4 MRO for MR-DC SCG failure.
RAN3 had the following agreement for this leftover from RAN3#123bis meeting:
	MRO for MR-DC SCG failure:

Keep the following R18 agreement in R19:

Support MRO for SCG failure in EN-DC, NGEN-DC and NE-DC scenarios.
LS to RAN2 on the feasibility to support MRO for SCG failure in R19 in R3-242195  Agreed


And in the LS, it tells:
	In Rel-18, RAN3 agreed to work on MRO for SCG failure in EN-DC, NGEN-DC and NE-DC scenarios, while, RAN2 decided to deprioritize this issue. 

In Rel-19, this issue is captured in the WID again as one leftover issue. RAN3 would therefore like to ask whether RAN2 will support MRO for SCG failure in EN-DC, NGEN-DC and NE-DC scenarios in Rel-19. 

RAN3 will work on this feature only after RAN2 decides to support it.


The main impacts in RAN2 should be rather clear, e.g., baking existing SCGFailureInformation:
· into an equivalent version (EN-DC, NGEN-DC) for E-UTRA control plane, e.g., SCGFailureInformationNR in 36.331.
· and into an equivalent version (NE-DC) for NR control plane, e.g., SCGFailureInformationEUTRA in 38.331.
The load should be manageable for RAN2, therefore we suggest that:
Proposal 5 RAN2 replies to RAN3, and in the reply LS indicates that RAN2 will support MRO for SCG failure in EN-DC, NGEN-DC and NE-DC scenarios in Rel-19.
Proposal 6 RAN2 starts working on MRO for SCG failure in EN-DC, NGEN-DC and NE-DC, with Re-18 SCGFailureInformation as baseline.

5 Conclusion
We have the following suggestions to RAN2:
on SDT
Proposal 1 RAN2 works on the following scenario for RACH optimization for SDT: case 1. SDT configured but not initiated; case 2. SDT triggered while CG-SDT is configured but not initiated.
Proposal 2 UE includes the failure cause of SDT (e.g., expiry of T319a) when SDT fails.
Proposal 3 UE includes the MT-SDT indication in raPurpose in RA report if the RA is initiated for MT-SDT.
on MHI
Proposal 4 UE includes traffic characteristics (e.g., average data rate during activation period) in the MHI together with the SCG activation/deactivation information.
on MRO for MD-RC SCG failure
Proposal 5 RAN2 replies to RAN3, and in the reply LS indicates that RAN2 will support MRO for SCG failure in EN-DC, NGEN-DC and NE-DC scenarios in Rel-19.
Proposal 6 RAN2 starts working on MRO for SCG failure in EN-DC, NGEN-DC and NE-DC, with Re-18 SCGFailureInformation as baseline.
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1. Overall Description:
RAN2 thanks RAN3 for the LS, and RAN2 agrees to support MRO for SCG failure in EN-DC, NGEN-DC and NE-DC scenarios in Rel-19.
2. Actions:

To RAN3:

ACTION: RAN2 kindly asks RAN3 to take the above into consideration.

3. Date of Next RAN2 Meetings:
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