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1	Introduction
Release 19 Work Item on AI/ML for NR Air Interface [1] defined the following objective:
	Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models



This contribution elaborates on data collection frameworks applicability for AI/ML Data Collection studied in [2]. Considerations address two identified use cases for the normative phase: Beam Management and Positioning and lead to concluding proposals on principles that should yield Release 19 enhancements.
2	Discussion
Having entered the normative phase for two NW-side AI/ML use cases: Beam Management and Positioning, there is a need to collect data to train these NW-side models. Given the difficulties of training models in gNBs or LMFs and the advantages of centralizing data collection such that collected data can be used among many entities, we think it would be pragmatic to consider involving SA5 first by indicating the requirements on the types of data to be collected, and requirements on that data collection.
2.1 Data Collection Requirements
Beam Management
Training of NW-side beam management AI/ML models, which run on gNBs, will rely on measurements of CSI-RS, which are configured by the gNB and transmitted by the UE to the gNB. It was stated that “For gNB- and OAM-centric data collection, there may be a need to consult with RAN3 and SA5 whether/how OAM is to be involved. [2]”
In addition to UE-generated data, which are measurements on CSI-RS, the configurations and other NW-relevant information should be understood as accessible and available for NW-side data collection.
Observation 1: Training of NW-side beam management AI/ML models, which run on gNBs, will rely on measurements of CSI-RS, which are configured by the gNB and transmitted by the UE to the gNB.
Positioning
Training of NW-side models for positioning, which run on LMFs, will rely on measurements on positioning reference signals (PRS) performed by the UE and measurements on sounding reference signals performed by the gNB and collected by the LMF. Also applying to the Positioning use case, it was stated that “For gNB- and OAM-centric data collection, there may be a need to consult with RAN3 and SA5 whether/how OAM is to be involved. [2]”
At least the UE’s position estimate as estimated by a legacy standalone, e.g., GNSS, UE-based or UE-assisted positioning method could be considered as one option for ground truth to be collected.
Observation 2: Training of NW-side positioning AI/ML models, which run on NW, will rely on measurements on positioning reference signals (PRS), measurements of sounding reference signals (SRS) and ground truth.
2.2	Data Acquisition 
Aside from the types of data to be collected, there are additional requirements. The primary concerns with any data collection in 3GPP, and in general, is the end-user privacy and security preservation. These are the main requirements which need to be obviously met by the training data collection framework.
Observation 3: The training data collection framework agreed for Release 19 should ensure end-user security and privacy.
Central configuration of data collection facilitates the centralized scheduling and control of the data collection jobs that are configured on the UE at different radio link conditions, points in time and locations in the network, while minimizing the impact of the data collection for offline training purposes in the overall network performance. Additionally, data collection can be configured on many UEs simultaneously using the same resources.
Observation 4: The MDT framework enables secure data collection process at different radio link conditions. The impact of data collection for offline training is further minimized through the aggregation of data collection tasks across many UEs.
In the radio interface, the reuse of RRC and LPP protocols has been identified as suitable to facilitate data collection for beam management, terminating in the gNB, and positioning, terminating in the LMF, respectively. Data collected for the beam management use case already terminates in the gNB, which is configurable through MDT, though MDT configuration and reporting procedures do not support CSI reports collection that needs to be enabled to satisfy data collection required for AI/ML-enabled beam management.
Proposal 1: To enable unified NW-side data collection mechanisms, the MDT framework should be extended to collect beam management related data from the gNB.
Data collected for the positioning use case terminates in the LMF, which is inaccessible by the MDT framework:
Observation 5: The LMF lacks a connection to the MDT framework.
MDT activation and data collection procedures could be extended to support the configuration of an LMF to collect positioning-related measurements from UEs by reusing the mechanism currently used to configure and collect measurements from gNBs. 
While extending MDT to the LMF may require support from other groups e.g., RAN3 (expected involvement starts in RAN3#125bis Oct’24) or SA2, it is a relevant note to make to SA5 in context of managing and orchestrate of AI/ML functions by unified framework.

Proposal 2: To enable unified NW-side data collection mechanisms, the MDT framework should be extended to collect positioning related data from the LMF.
3	RAN Triggers for data collection
3.1	Beam Management
Training of NW-side beam management models will rely on measurements of CSI-RS, the measurement and reporting of which are configured by the gNB and transmitted by the UE to the gNB. In particular, at least L1-RSRP could be used as training data. For data collection for the training of NW-side models, it is assumed that any association between beams is known to the network.

Observation 6: For data collection for the training of NW-side models, it is assumed that any association between beams is known to the network.

Pending the addition of any new measurement quantities that may be defined, the legacy CSI Reporting Framework is sufficient to configure the UE to collect and report beam related measurements for the training of AI/ML NW-side beam management models.
[bookmark: _Hlk165375637]Proposal 3: RAN2 to consider that for data collection for training NW-side beam management models, the legacy CSI Reporting Framework, e.g., CSI-ReportConfig, NZP-CSI-RS-Resource, NZP-CSI-ResourceId, NZP-CSI-RS-ResourceSets, NZP-CSI-ResourceSetIds, will be used to configure CSI-RS measurements and reports. 

Additionally, we can consider two types of data collection: opportunistic; and purposeful, wherein opportunistic data collection takes advantage of measurement reports that the UE needs to send regardless of a need for data collection, and purposeful data collection configures the UE to make and report additional measurements solely for the purpose of offline training of BM AI/ML models.
Observation 7: Two types of data collection can be considered: opportunistic; and purposeful, wherein opportunistic data collection takes advantage of measurement reports that the UE is required to send regardless of a need for data collection, and purposeful data collection configures the UE to make and report additional measurements solely for the purpose of offline training of BM AI/ML models.
For NW-side data collection specific measurement framework, RAN2#125 agreed the MDT framework should serve the purpose of data collection for training purposes:

Agreements
1	For the NW-side data collection related to beam management use cases, RAN2 to consider gNB-centric and OAM-centric approaches	
2	We aim that the same measurement framework is applied to both gNB-centric data collection and OAM-centric data collection for NW-side data collection.
3	RAN2 supports enhancements to MDT for data collection framework for training.  FSS Whether to enhance logged or immediate MDT

Following the assumption that CSI-ReportConfig is the reference configuration baseline for NW-side data collection specific measurement framework, there are two possible directions to take with selection of MDT framework:
1. Immediate MDT configuration triggers are extended to include CSI-ReportConfig,
2. Logged MDT configuration is extended to enable CSI-Reports logging.

Immediate MDT uses an RRCReconfiguration message for activating RRM-related data collection, relies on real-time reporting, and targets UEs in RRC CONENCTED state. Logged MDT uses LoggedMeasurementConfiguration message, targets UEs in RRC IDLE and RRC INACTIVE states and results in non-real time reporting.
A potential enhancement of Immediate MDT may be justified due to the applicability of collecting data from RRC Connected UE state and better suitability to reuse the activation message RRCReconfiguration, with the already existing CSI-ReportConfig within. However, it does not help to reduce signalling overhead, as this is designed for real time reporting (aka. Immediate). When considering opportunistic data collection, however, such as forwarding beam-level L1-RSRP measurements to a data collection entity, training data transmission overhead is decreased since the over-the-air transmission of the report can be used twice: once for its intended operation, e.g., NW-side BM; and once for data collection for offline training.
Observation 8: Immediate MDT is a real time reporting framework, designed for RRC CONNECTED state.
We believe the consideration of logged MDT for the offline training of NW-side AI/ML models, resulted from the Study Item conclusion that “for all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection.”
Observation 9: For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection.
In that context, Logged MDT, could be justified due to logging capability, but by definition the logged MDT mode is applicable to UEs in RRC IDLE or RRC INACTIVE states, in which the NW does not have active connection to the UE.
Observation 10: Logged MDT is a non-real time reporting framework, designed for RRC IDLE or INACTIVE states.
In conclusion, we observe that for AI/ML-enabled Beam Management, a hybrid MDT mode would be suitable: with a capability of Immediate MDT to involve users from RRC Connected state, through RRC Reconfiguration message and with a capability of Logged MDT that enables non-real time reporting. 
Observation 11: For training NW-side beam management functionality, a hybrid MDT mode is suitable: with a capability of Immediate MDT to involve users from RRC Connected state, through RRC Reconfiguration message and with a capability of Logged MDT that enables non-real time reporting. 
Proposal 4: Immediate MDT activation procedure i.e., RRC Reconfiguration with CSI-ReportConfig enhancements is selected for AI/ML-enabled Beam Management data collection.
To facilitate, non-real time reporting of CSI reports for offline model training, the CSI-Reports configuration would need to accommodate conditions determining selectively for which resources and measurements (types)/report quantities, deferred reporting or logging in the UE should be enabled. At the same time, the extensions and potential suppression of real-time reporting cannot impact classical operation for beam management, if activated. 
Proposal 5: CSI-ReportConfig is extended with reporting conditions that define detailed criteria to trigger measurements storing (what are logging and reporting criteria is FFS). 

3.2	Positioning
Training of NW-side (Case 3a, Case 3b) positioning models will rely on measurements made by the gNB on sounding reference signals (SRS), transmitted by the UE, such as RSRP, RSRPP, including measurements under discussion by RAN1 (e.g., CIR, DP, PDP). Besides gNB-generated data, the configurations and possible other network-relevant information should be understood as accessible and available for NW-side data collection.
Proposal 6: For data collection for training NW-side models for positioning, acquire ground truth from the UE or a positioning reference unit (PRU) through the use of existing UE-based and UE-assisted positioning methods as well as standalone UE positioning methods such as GNSS.
4	Discussion on LS response
RAN2 received an LS from SA2 (R2-2404143/S2-2405833) on data collection to enable ML model training and inference in 5GC for Direct AI/ML based positioning. Since the decisions on the data content are out of RAN2 scope, RAN2 kindly ask to consider this into account and a reply draft is included in Appendix.
5	Conclusion
In this contribution we made the following observations:
Observation 1: Training of NW-side beam management AI/ML models, which run on gNBs, will rely on measurements of CSI-RS, which are configured by the gNB and transmitted by the UE to the gNB.
Observation 2: Training of NW-side positioning AI/ML models, which run on network, will rely on measurements on positioning reference signals (PRS), measurements of sounding reference signals (SRS) and ground truth.
Observation 3: The training data collection framework agreed for Release 19 should ensure end-user security and privacy.
Observation 4: The MDT framework enables secure data collection process at different radio link conditions. The impact of data collection for offline training is further minimized through the aggregation of data collection tasks across many UEs.
 Observation 5: The LMF lacks a connection to the MDT framework.
Observation 6: For data collection for the training of NW-side models, it is assumed that any association between beams is known to the network.

Observation 7: Immediate MDT is a real time reporting framework, designed for RRC CONNECTED state.
Observation 8: For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection.
Observation 9: Logged MDT is a non-real time reporting framework, designed for RRC IDLE or INACTIVE states.
Observation 10: For training NW-side beam management functionality, a hybrid MDT mode is suitable: with a capability of Immediate MDT to involve users from RRC Connected state, through RRC Reconfiguration message and with a capability of Logged MDT that enables non-real time reporting. 
Observation 11: Two types of data collection can be considered: opportunistic; and purposeful, wherein opportunistic data collection takes advantage of measurement reports that the UE needed to send regardless of a need for data collection, and purposeful data collection configures the UE to make and report additional measurements solely for the purpose of offline training of BM AI/ML models.
and the following proposals:
Proposal 1: To enable unified NW-side data collection mechanisms, the MDT framework should be extended to collect beam management related data from the gNB.
Proposal 2: To enable unified NW-side data collection mechanisms, the MDT framework should be extended to collect positioning related data from the LMF.
Proposal 3: RAN2 to consider that for data collection for training NW-side beam management models, the legacy CSI Reporting Framework, e.g., CSI-ReportConfig, NZP-CSI-RS-Resource, NZP-CSI-ResourceId, NZP-CSI-RS-ResourceSets, NZP-CSI-ResourceSetIds, will be used to configure CSI-RS measurements and reports. 

Proposal 4: Immediate MDT activation procedure i.e., RRC Reconfiguration with CSI-ReportConfig enhancements is selected for AI/ML-enabled Beam Management data collection.
Proposal 5: CSI-ReportConfig is extended with reporting conditions that define detailed criteria to trigger measurements storing (what are logging and reporting criteria is FFS). 
Proposal 6: For data collection for training NW-side models for positioning, acquire ground truth from the UE or a positioning reference unit (PRU) through the use of existing UE-based and UE-assisted positioning methods as well as standalone UE positioning methods such as GNSS.
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1. Overall Description:
RAN WG2 thanks SA WG2 for the LS on data collection to enable AI/ML model training and inference in 5GC for Direct AI/ML based positioning corresponding to cases 2b, 3b identified in RAN WGs. 
Decision on data content for AI/ML model training and location inference using AI/ML models for Direct AI/ML based positioning (cases 2b, 3b) is out of scope of RAN WG2. RAN WG2 expects RAN WG1 to provide details on data used for AI/ML model training and location inference using AI/ML models. RAN WG2 mainly focuses on signaling and procedures to facilitate model training, inference, performance monitoring, and data collection for both UE-side and NW-side models. 

2. Actions:
To SA WG2.
ACTION: 	RAN WG2 respectfully asks SA WG2 to consider the above information into account.
3. Date of Next TSG-RAN WG2 Meeting:
RAN2#127	from 2024-08-19	to 2024-08-23		Maastricht, NL
RAN2#127bis	from 2024-10-14	to 2024-10-18		China, TBC







