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1. Introduction
In RAN2-125bis, LCM for UE-sided models was discussed, and several agreements were made [1]. In this contribution, we provide further discussion of LCM for a UE-sided model for the beam management use case. 
2. Discussion
The following agreements were made in RAN2-125bis regarding UE capability reporting [1]:

Agreements
1.	Which AI/ML-enabled Features/FGs and functionalities are supported should be standardized. The details wait for RAN1’s progress.   “supported” means that the UE is capable of supporting the functionality and doesn’t mean neccesarily that the UE has the model available.  FFS what functionality refers to.  
2.	Supported AI/ML-enabled Features/FGs and supported functionalities are included in UE capability.

As can be seen above, it was captured that a UE indicating that it has support for a certain functionality does not necessarily mean that the UE has a model available for that functionality and that it just means that UE can support the indicated AIML functionality. For the beam management use case with UE-sided model, our understanding it is most likely the UE/chipset vendor (and not the network) that provides the model to the UE (if the model is not already deployed when the UE is shipped). Thus, from the network’s perspective, the useful information is to know if the UE has at least one model for that functionality and is able to perform the BM operation using AIML instead of the legacy way. That is, from the network’s point of view, there will be no use to differentiate between a UE that has the capability (e.g., hardware or/and software) to support the functionality but has no models, and another UE that doesn’t even have the capability to support the functionality.  

Observation 1: For the beam management use case with a UE-sided model, the information needed at the network regarding the UE’s capability is whether the UE can be configured to perform AIML based beam management (under the right UE and network conditions) and not whether the UE has the hardware/software capability to run an AIML model for the BM functionality.

Thus, we propose:

Proposal 1: The UE indicates that it supports AIML BM functionality(ies) in the UE capability reporting only if it has at least one model available for the functionality(ies) (i.e., “support” means model availability).

The following agreements were made in RAN2-125bis regarding functionality applicability [1]:
1 Support proactive reporting of UE-sided applicable functionality, e.g., the UE reports its applicable AI/ML functionalities via UAI message/LPP message.  
2 Support reactive reporting of UE-sided applicable functionality.  The NW configures AI/ML functionalities via RRC/LPP message.  FFS what the configuration contains. FFS how to report applicable functionality and what is applicable functionality 
3	FFS how the two approaches will be specified and whether we can combine them into one procedure.    FFS how to report applicable functionality, what is applicable functionality, how the UE determines which function is applicable or not (if it is needed)

In the TR, the following was captured regarding additional conditions [2, section 4.2.3]:
For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. It does not imply that additional conditions are necessarily specified. Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions.

In RAN1-116bis, the following agreements were made regarding additional conditions for the BM case [3]:

Further study, for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B:
· Opt1: Based on associated ID (Referring to AI 9.1.3.3)
· FFS on what can be assumed by UE with the same associated ID across training and inference
· FFS on how associated ID is introduced, e.g., within CSI framework, or outside of CSI framework
· Opt 2: Performance monitoring based
· FFS details  
· Other options are not precluded. 
Where the usage of the associated ID is also captured as below in the RAN1 chair notes [3]: 
From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)
· How model ID(s) is determined/assigned, e.g., 
· Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
· FFS: how to report
· Note: D is to facilitate AI/ML model inference
· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.

Our understanding is that the associated ID is an identifier that is used to identify the network-side additional conditions (without explicitly revealing network configuration/settings). Regarding how the associated ID information needs to be communicated/used to support LCM at the UE (e.g., enabling, selection, switching, etc.), there can be two options.
· Option 1: UE indicates the associated ID (or IDs) that are relevant for the functionality, and based on that the network can determine if an AIML functionality can be enabled or not. 
· Option 2: Network indicates the associated ID corresponding to the current network conditions. And UE uses that information to determine whether the AIML functionality can be enabled or not.
There is a shortcoming with option 1 in case the UE has more than one model for the functionality (e.g., several models with different associated IDs), because without knowing the network side additional conditions, the UE will not be able to select the valid model among these multiple models. Thus, with option 1, there may a need to further indicate to the UE the associated ID in the case of multiple models at the UE, which is equivalent to using option 2.

Observation 2: A UE needs to know the network side additional conditions to determine if the BM AIML functionality can be activated (e.g., if it has a model that is trained for the indicated network condition). 

Considering the above discussion and observations, we propose the following:

Proposal 2: For the BM use case with a UE-sided model, the network indicates to the UE the network side additional conditions (e.g., associated ID that are being discussed in RAN1).

3. Conclusions
In this contribution, LCM for a UE-sided model for the beam management use case is discussed, and the following observations and proposals are made:
Observation 1: For the beam management use case with a UE-sided model, the information needed at the network regarding the UE’s capability is whether the UE can be configured to perform AIML based beam management (under the right UE and network conditions) and not whether the UE has the hardware/software capability to run an AIML model for the BM functionality.
Observation 2: A UE needs to know the network side additional conditions to determine if the BM AIML functionality can be activated (e.g., if it has a model that is trained for the indicated network condition) 
Proposal 1: The UE indicates that it supports AIML BM functionality(ies) in the UE capability reporting only if it has at least one model available for the functionality(ies) (i.e., “support” means model availability).
Proposal 2: For the BM use case with a UE-sided model, the network indicates to the UE the network side additional conditions (e.g., associated ID that are being discussed in RAN1).
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