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1. Introduction
In RAN2#126 meeting, an LS from SA2 is received with the below questions on XRM_Ph2 [1]:
	SA2 has started to evaluate solutions for key issues for the study of XR and Media Services Ph2 (TR 23.700-70). SA2 would like to coordinate on the following aspects:
· [bookmark: _Hlk164248013][bookmark: _Hlk164340234]Question1 [for SA4, RAN2 and RAN3]: PDU Set correlation information (Sol#23) provides the dependency relationship among PDU Sets. Does SA4, RAN2 and RAN3 see any improvement with adding inter-PDU set correlation information to assist RAN making PDU set discarding decision as comparing to the existing (R18) PDU Set information that is already provided by the AS?
· Question2 [for SA4]: In Sol#29, PDU Set QoS or ordinary per packet based QoS (e.g. PER, PDB) can be applied for different media streams multiplexed in an IP flow, SA2 would like to ask SA4 whether a media stream (e.g. a video RTP stream) can include packet which is not related to PDU Set?
· Question3 [for RAN2 and RAN3]: SA2 would like to ask for to feedback on whether it is feasible for the NG-RAN to provide available data rate for the (non-)GBR QoS Flows. 
· Question4 [for SA4 and RAN2]: In Sol#30, the PSA UPF may identify the size of incoming burst based on N6 protocol, and send it to NG-RAN to assist RAN scheduling.
· To SA4: is it possible that the application server provides the burst size in the first packet of the burst via N6? 
· Does RAN2 think the burst size is useful for RAN resource scheduling?
· Question5 [for SA4]: Some of the solutions support only QUIC-based media delivery. Can SA4 provide feedback on choosing only solutions for PDU Set identification for encrypted traffic that only support QUIC as transport protocol?
· Question6 [for RAN2 and RAN3]: In the attached S2-2405372, it introduces to measure and expose the PDU Set QoS performance (i.e., the PDU Set Delay and PDU Set Loss Rate) to the application server, SA2 would like RAN2 and RAN3 to provide feedback on the attached solution.


In this contribution, we will discuss the issues in the LS related to SA2.
2. Discussion
2.1. [bookmark: _Hlk163226060]Inter-PDU set dependency
	· Question1 [for SA4, RAN2 and RAN3]: PDU Set correlation information (Sol#23) provides the dependency relationship among PDU Sets. Does SA4, RAN2 and RAN3 see any improvement with adding inter-PDU set correlation information to assist RAN making PDU set discarding decision as comparing to the existing (R18) PDU Set information that is already provided by the AS?


In Rel-18, PDU set based discard was introduced, i.e. if pdu-SetDiscard is configured, all PDUs of the PDU Set are needed for a QoS flow. As soon as one PDU of a PDU set is known to be lost, the remaining PDUs of that PDU Set can be considered as no longer needed by the application and may be subject to discard operation at the transmitter to free up radio resources. Besides, PSI based discard was also introduced. That is: in case of congestion, the gNB may use the PSI for PDU set discarding. For uplink, dedicated downlink signalling is used to request the UE to apply a shorter discard timer to low importance PDU Sets in PDCP.
In case inter-PDU set correlation is introduced, there may be some impacts on the PDU set discard from RAN2 perspective:
· Direction 1: Postone the discard operation. In case one PDU set has correlated PDU set(s), i.e. other PDU set(s) depends on this PDU set, the PDU set discard should be postpone, even the legacy discard criteria is met, i.e. legacy discardTimer expires. This PDU set can be discarded based on the expiry of discardTimer only if there is no other PDU set(s) (which has not been discarded) depends on this PDU set, or all the correlated PDU set(s) has been successfully transmitted or discarded.
· Direction 2: Increase the discard operation. Once deciding to discard one PDU set, i.e. when one of SDU of this PDU set is discarded and pdu-SetDiscard is configured, all the the correlated PDU set(s) could be discarded, i.e. all PDU set(s) which depends on this PDU set could be discarded. 
In our undersanding, direction 1 could postpone the delay for the PDU set, which has correlated PDU set(s), i.e. there is PDU set(s) which depends on this PDU set. There is some impact on the capacity, but it could improve the UE experience. While direction 2 could be benefitial for the system capacity, but it will have some impact on the UE experience. On the other hand, we must acknowledge that this would bring some complexity at the same time. But the complexity level depends on the detailed solution. 
[bookmark: _Hlk166170017]In summary, from RAN2 point of view, adding inter-PDU set correlation information would assist RAN making PDU set discarding decision as comparing to the existing Rel-18 PDU Set discarding with some complexity. 
Proposal 1: RAN2 understands adding inter-PDU set correlation information would assist RAN making PDU set discarding decision as comparing to the existing Rel-18 PDU Set discarding with some complexity.

2.2. Available data rate for the (non-)GBR QoS Flows 
	· Question3 [for RAN2 and RAN3]: SA2 would like to ask for to feedback on whether it is feasible for the NG-RAN to provide available data rate for the (non-)GBR QoS Flows. 


For GBR QoS flows, our understanding is network should provide the guaranteed bit rate, which should achieve the target bit rate for the corresponding service. How to gurentee the bit rate of GBR QoS flows and Whether there is need to achieve higher bit rate should be decided in SA. In this way, the available data rate provided from RAN may be useless. 
For non-GBR QoS flows, gNB is aware of system capacity, channel quality of all UEs. Thus, it is very easy for gNB to provide the available data rate from RAN perspective. Actually, in current mechanism, gNB could indicate the recommended bit rate to UE in RBR MAC CE, which is similar as the available data rate. But the details depend on RAN3 discussion and decision. 
Proposal 2: It is feasible for the NG-RAN to provide available data rate for the (non-)GBR QoS flows. Detail is up to RAN3. 

2.3. Using burst size in scheduling
	· Question4 [for SA4 and RAN2]: In Sol#30, the PSA UPF may identify the size of incoming burst based on N6 protocol, and send it to NG-RAN to assist RAN scheduling.
· To SA4: is it possible that the application server provides the burst size in the first packet of the burst via N6? 
· Does RAN2 think the burst size is useful for RAN resource scheduling?


In Sol#30, it is for DL. In our understanding, DL is scheduled by DG, while PDCCH could be in the same slot of PDSCH. DL scheduling is always fast enough. We don’t see any use case for the size of incoming burst for gNB scheduling. 
Proposal 3: RAN2 understands the size of incoming burst is not useful for RAN resource scheduling.  

2.4. PDU Set QoS performance measurement and exposure  
	· Question6 [for RAN2 and RAN3]: In the attached S2-2405372, it introduces to measure and expose the PDU Set QoS performance (i.e., the PDU Set Delay and PDU Set Loss Rate) to the application server, SA2 would like RAN2 and RAN3 to provide feedback on the attached solution.


The objective of this Key Issue is to study how to enhance network exposure mechanism to better support the network information/capability exposed to the application layer. In particular, the key issue includes the following aspects:
· Whether and how XR related network capability/information exposure towards the application layer needs to be enhanced.
For rel-18, the granularity of PDU Set and PDU Set QoS are introduced, however, the real PDU Set performance is not estimated and exposed to the application, e.g. PDU Set delay suffered for a data stream in 5GS. 
Regarding PDU Set Delay
In SA2 discussion in [2], it could be observed that there are three alternatives to calculate the PDU set delay:
· Alt1: DL PDU Set Delay based on T2 minus T1
· Alt2: PDU Set Delay = Tend_N – T1_i
· Alt2-1: Tend_N is the sending of the last PDU of the PDU Set to the UE
· Alt2-2: Tend_N is the reception time of the last PDU of the PDU Set at the UE.
For Alt1, as SA2 discussed in [2], T1 is the time that the first PDU of a PDU set is received at the UPF, and T2 is the time that the last PDU of a PDU set is received at the NG-RAN. From RAN perspective, it is clear that this alternative is feasible as it only need to record the first PDU and the last PDU of a PDU set, as RAN node only needs to identify the PDU set, which is already provided to RAN node in Rel-18. Besides, this alternative has no impact on the Uu interface. 
For Alt 2-1 and Alt 2-2, T1_i is the sending time of the 1st PDU of the PDU Set, which can also be the 1st PDU of the PDU Set received at the RAN. 
· For Alt 2-1, similar as Alt 1, it is clear that this alternative is feasible as it only need to record the first PDU and the last PDU of a PDU set, as RAN node only needs to identify the PDU set, which is already provided to RAN node in Rel-18, and there is no impact on the Uu interface. 
· For Alt 2-2, Tend_N is the reception time of the last PDU of the PDU Set at the UE. It should be up to UE to determine the reception time of the last PDU of the PDU Set. The question is how to determine the last PDU of one PDU Set, if there is some network congestion, which may cause some packet stucked. It is very hard for UE to determine the last packets. Besides, UE needs to provide the feedback to gNB. There is some impact on UE behaviour and Uu interface. 
Proposal 4: Regarding PDU Set Delay measurement and exposure, RAN2 understands the Alt 1 and Alt 2-1 are feasible and have no impact on the Uu interface, while Alt 2-2 has some impacts on the UE behaviour and Uu interface. 
· Alt1: DL PDU Set Delay based on T2 minus T1
· Alt2: PDU Set Delay = Tend_N – T1_i
· Alt2-1: Tend_N is the sending of the last PDU of the PDU Set to the UE
· Alt2-2: Tend_N is the reception time of the last PDU of the PDU Set at the UE.
· 

Regarding PDU Set Loss Rate
The problem is how to judge the loss the one PDU set, i.e. all or part PDU(s) in one PDU set. In case PSIHI is not indicated, whether receiving part PDU(s) of one PDU set is successful or loss for this PDU set is not clear. It should be up to SA4 to decide. In case PSIHI is indicated, it is clear that receiving part PDU(s) of one PDU set is loss for this PDU set. Besides, for RLC UM mode, we cannot know whether the packet in one PDU set is loss or not based on current mechanism. For RLC AM mode, in order to calculate the loss rate of PDU set, PDCP layer need to record the feedback of all SDU(s) of this PDU set. It is feasible to calculate the PDU set loss rate.
Proposal 5: Regarding PDU Set Loss Rate measurement and exposure, RAN2 understands it is feasible only if PSIHI is indicated and RLC AM mode is configured. In case RLC UM mode is configured, it is not feasible to measure and expose the PDU Set Loss Rate. If PSIHI is not configured, it is up to SA4 to decide. 

2.5. XR WI in RAN
If any of the above topics impacts UE behavour or Uu interface, SA should inform RAN and RAN WG to extend the corresponding Rel-19 XR WID in RAN. 
Proposal 6: In the reply LS to SA2, RAN2 should inform SA2 that: if any of the above topics impacts RAN, e.g. on UE behavour or Uu interface, SA should inform RAN and RAN WG to extend the corresponding Rel-19 XR WID in RAN.  
3. Conclusion
In this contribution, we discuss the issues in the LS from SA2 [1]. Based on the discussion, we have the and proposals:
Proposal 1: RAN2 understands adding inter-PDU set correlation information would assist RAN making PDU set discarding decision as comparing to the existing Rel-18 PDU Set discarding with some complexity.
Proposal 2: It is feasible for the NG-RAN to provide available data rate for the (non-)GBR QoS flows. Detail is up to RAN3. 
Proposal 3: RAN2 understands the size of incoming burst is not useful for RAN resource scheduling.  
Proposal 4: Regarding PDU Set Delay measurement and exposure, RAN2 understands the Alt 1 and Alt 2-1 are feasible and have no impact on the Uu interface, while Alt 2-2 has some impacts on the UE behaviour and Uu interface. 
· Alt1: DL PDU Set Delay based on T2 minus T1
· Alt2: PDU Set Delay = Tend_N – T1_i
· Alt2-1: Tend_N is the sending of the last PDU of the PDU Set to the UE
· Alt2-2: Tend_N is the reception time of the last PDU of the PDU Set at the UE.
Proposal 5: Regarding PDU Set Loss Rate measurement and exposure, RAN2 understands it is feasible only if PSIHI is indicated and RLC AM mode is configured. In case RLC UM mode is configured, it is not feasible to measure and expose the PDU Set Loss Rate. If PSIHI is not configured, it is up to SA4 to decide. 
Proposal 6: In the reply LS to SA2, RAN2 should inform SA2 that: if any of the above topics impacts RAN, e.g. on UE behavour or Uu interface, SA should inform RAN and RAN WG to extend the corresponding Rel-19 XR WID in RAN.  
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