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1 [bookmark: _Ref165266342]Introduction
In the RAN1#116 meeting, the following analytical evaluation method was defined for system-level downlink coverage enhancements [1]. 
	· N1 beam footprints are in state “off”
· These beam footprints are not served by any signal (no satellite service in this area)
· N2 beam footprints are in state “common messages only”
· These beam footprints do not have any active user traffic, and are served the necessary information for cell discovery and initial access.
· Optionally, companies may consider user arrival (e.g. RACH access) in this type of cell, and should describe how this is taken into account in the analytical evaluation
· N3 beam footprints are in state “active traffic” 
· These beam footprints have X active (e.g. VoNR) users each.
· These beam footprints are also served the necessary information for cell discovery and initial access
· N1 + N2 + N3 = “Total number of beam footprints “ 
· N1, N2, N3, X are to be reported by companies.
· Resource utilization obtained under the assumptions above is to be reported by companies.
· Other assumptions made in the evaluation are to be reported by companies, e.g. power sharing scheme, beam hopping scheme, etc.


Further in RAN2#125bis meeting, RAN2 initially discussed the potential RAN2 aspects work for potential system-level downlink coverage enhancements. The corresponding agreement is listed below [2].
	Agreement:
We will continue the discussion on RAN2 aspects of DL coverage enhancements (e.g. cell level / beam level DTX/DRX mechanism, etc.) in the next meetings, trying to identify questions to RAN1 for aspects where we need their input.


In this contribution, we would like to further discuss RAN2 aspects of system-level downlink coverage enhancements in NR-NTN with dynamic power sharing between beams.
2 Discussion
2.1 Scenario consideration
As per TR 38.821, it can be known that satellite beams are not considered to be visible from UE perspective in NR-NTN. Then in practice, the network may deploy one-to-multiple mapping between a physical cell and the satellite beams or one-to-one mapping between a physical cell and a satellite beam, as shown in Figure 1(a) and Figure 1(b), respectively. Moreover, within the physical cell, one or more than one SSB beams can be transmitted based on the operation band.
Based on this, the first question that comes to us is whether both option a) same PCI for several satellite beams and option b) one PCI per satellite beam can be applicable or considered in the Rel-19 system-level downlink coverage enhancement case. In our understanding, both options should be considered. How to associate the satellite beam and physical cell is totally left for NW implementation and each option has its corresponding use case. Currently, we fail to see a motivation to introduce some restrictions on association deployment. During the study phase, we suggest taking both options into account for further potential solutions to improve DL coverage. Of course, to make sure RAN1/RAN2 share the same understanding on the work for system-level downlink coverage enhancement, it is better to check the beam deployment options with RAN1.       


Figure 1: association between cell and satellite beam
Observation 1: In NR-NTN deployment, both option a) same PCI for several satellite beams and option b) one PCI per satellite beam are supported. It is up to NW implementation to adopt either option.  
Proposal 1: RAN2 assumes the following satellite beam deployment options can be considered in system-level DL coverage enhancements:
· option a) same PCI for several satellite beams; 
· option b) one PCI per satellite beam. 
Proposal 2: Send an LS to check with RAN1 on RAN2's assumption of the satellite beam deployment options.
Further, RAN1 has agreed that the total number of simultaneously active beams is 106/1058 (i.e. 10.02% for FR1) or 12/800 (i.e. 1.5% for FR2) or 16/1058 (i.e. 1.5% for FR1) for different cases. That is some satellite beams will in “on” while others will in “off” at a given time point and the previous “on” beam will switch to “off” subsequently. Regarding option b), the satellite beam “on”/”off” switching is similar to the NES cell DTX case, as shown in Figure 2. Specifically, when a satellite beam is in “off”, it means the cell becomes unavailable for a period. And in NES cell DTX off, the UE skips PDCCH and SPS monitoring based on the “on”/”off” duration within the cell DTX cycle indicated by a periodic cell DTX pattern. As per the WID, Rel-18 network energy saving techniques should be considered as baseline in the system-level study [3]. We think the Rel-18 cell DTX can be considered as a baseline for further RAN2 work. Furthermore, different than NES, as N1 state (i.e. no SSB/paging/SI available) may also influence the IDLE/INACTIVE UEs in the NTN cell, we think the DTX information should be provided through system information. The detailed UE behavior under the N1 beam/cell can be further studied in coordination with RAN1. 


Figure 2: cell “on”/“off” switching in NTN 
Moreover, for option a), due to the limited number of simultaneously active beams in both FR1 and FR2 scenarios, it seems possible that the satellite beams associated with the same PCI cannot be simultaneously active. As a result, there will be a case that only a subset of satellite beams belonging to a cell is active while some other satellite beams are off, as shown in Figure 3(a). However we are not sure whether this implementation is also considered for DL coverage enhancement consideration. For example, once we adopt the cell level DTX, for a simple and unified solution, the NW satellite may turn on/off all the satellite beams associated with the same cell simultaneously, as shown in Figure 3(b). In such case, we think adopting cell level DTX is sufficient. The necessity to introduce beam level DTX needs to be double-checked with RAN1. Thus it is necessary to check with RAN1 on the feasibility.        


Figure 3: beam “on”/“off” switching in NTN
[bookmark: _GoBack]If the NW satellite may only activate a subset of satellite beams within the cell coverage, we believe supporting beam-level DTX is beneficial for UE. Specifically, for the UE in the “off” beam coverage (i.e. a partition of the cell coverage), if knowing the beam “on”/“off” time pattern, the UE can skip PDCCH/SPS monitoring and RRM measurement for power saving during beam “off” state, also to avoid triggering unnecessary BFR/RLF. Once the beam is back to “on”, the UE can resume the measurement and/or scheduling monitoring. Additionally, this kind of beam DTX pattern can also apply for the one PCI per satellite beam case. The network can indicate the beam DTX information to represent the cell“on”/“off” time pattern. Then it is preferable to specify the unified beam DTX solution to handle all use cases. Anyway, checking scenarios with RAN1 is necessary to have a common understanding on further work,
Observation 2: In the case one PCI per satellite beam, satellite beam “on”/”off” switching means cell “on”/”off” switching. Then, Rel-18 NES cell DTX techniques can be considered.   
Observation 3: In the case same PCI for several satellite beams, the network may turn on/off all the satellite beams associated with the same cell simultaneously. Alternatively, it only activates a subset of satellite beams of a cell.  
Proposal 3: RAN2 checks with RAN1 whether the case where only a subset of satellite beams belonging to the same cell are “on” while the other satellite beams are “off” is possible.
Proposal 4: RAN2 further discusses the DTX pattern is on a per beam or per cell basis (pending RAN1 input). 
Proposal 5: The NW provides DTX information through SIB.
Proposal 6: RAN2 sends an LS to ask RAN1 the UE behaviour impacts on common message reception when a satellite beam is in N1 state (i.e. state “off”).
Last but not least, currently, two types of cells can be deployed in practice for LEO system. We understand that the DL coverage issue or feeder link bandwidth limit may happen in both quasi-earth-fixed cell and earth-moving cell cases. So to facilitate the satellite DL coverage performance, it is suggested that both quasi-earth-fixed cell and earth-moving cell should be considered for system-level DL coverage enhancements. 
Proposal 7: For system-level DL coverage enhancements, RAN2 assumes both quasi-earth-fixed system and earth-moving system are considered. 
2.2 Relationship between DTX and DRX
For system-level DL coverage enhancements, as per the WID and RAN1 discussion, we assume only DL should be focused considering the big issue is limited total transmit power at the satellite. Frankly, it is not sure whether DRX mechanism should be considered as well. In our opinion, on the one hand, as the existing NTN bands belong to FDD bands, the Tx RF chain and the RX RF chain can work independently and the reception of UE transmission does not rely on the satellite transmit power. It seems reception of UE transmission is feasible and practical even when the satellite beam is in N1 state. On the other hand, as no Tx singling is allowed in this case (i.e. NW cannot respond any feedback/retransmission to the UE), it seems safer for the UE to postpone UL transmission (e.g. RACH) to save UE power. Also, in case of N2 sate, as only common DL signalling is allowed at the satellite side (i.e. no UE-dedicated scheduling is allowed), it is not sure whether UE dedicated UL transmission (e.g. CG, SR) is needed. We think RAN2 should discuss and check with RAN1 the relationship between DTX and DRX based on the satellite beam state.           
Proposal 8: RAN2 to discuss and check with RAN1 whether any UL transmission is allowed when a satellite beam is in N1 state (i.e. state “off”). 
Proposal 9: RAN2 to discuss and check with RAN1 whether UE dedicated UL transmission is allowed when a satellite beam is in N2 state (i.e. state “common messages only”). 
3 [bookmark: _Toc502437832]Conclusions
This contribution discussed the DL coverage enhancements in Rel-19 NR NTN. Observations and Proposals are summarized as follows, 
Observation 1: In NR-NTN deployment, both option a) same PCI for several satellite beams and option b) one PCI per satellite beam are supported. It is up to NW implementation to adopt either option.  
Observation 2: In the case one PCI per satellite beam, satellite beam “on”/”off” switching means cell “on”/”off” switching. Then, Rel-18 NES cell DTX techniques can be considered.   
Observation 3: In the case same PCI for several satellite beams, the network may turn on/off all the satellite beams associated with the same cell simultaneously. Alternatively, it only activates a subset of satellite beams of a cell.  
Proposal 1: RAN2 assumes the following satellite beam deployment options can be considered in system-level DL coverage enhancements:
· option a) same PCI for several satellite beams; 
· option b) one PCI per satellite beam. 
Proposal 2: Send an LS to check with RAN1 on RAN2's assumption of the satellite beam deployment options.
Proposal 3: RAN2 checks with RAN1 whether the case where only a subset of satellite beams belonging to the same cell are “on” while the other satellite beams are “off” is possible.
Proposal 4: RAN2 further discusses the DTX pattern is on a per beam or per cell basis (pending RAN1 input). 
Proposal 5: The NW provides DTX information through SIB.
Proposal 6: RAN2 sends an LS to ask RAN1 the UE behaviour impacts on common message reception when a satellite beam is in N1 state (i.e. state “off”).
Proposal 7: For system-level DL coverage enhancements, RAN2 assumes both quasi-earth-fixed system and earth-moving system are considered. 
Proposal 8: RAN2 to discuss and check with RAN1 whether any UL transmission is allowed when a satellite beam is in N1 state (i.e. state “off”). 
Proposal 9: RAN2 to discuss and check with RAN1 whether UE dedicated UL transmission is allowed when a satellite beam is in N2 state (i.e. state “common messages only”). 
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