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9.1 Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface
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[117-R19-AI/ML] Email discussion on Rel-19 AI/ML – Taesang (Qualcomm)
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9.1.1 Specification support for beam management
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model:

· Support Type 1 performance monitoring, including the following two options: 
· Option 1 (NW-side performance monitoring): 

· UE sends a report to NW (for the calculation of performance metric at NW) 

· Measurement results from resource set for monitoring, e.g., L1-RSRP and/or RS index is supported as the content of the report

· FFS on other contents 
· The report is at least configured/triggered by NW

· Note: this may or may not have additional spec impact

· Option 2 (UE-assisted performance monitoring): 

· UE calculates performance metric(s) 
· FFS how to report and what to report 
· FFS whether to trigger the report based on event(s) for Option 1 and/or Option 2

· FFS Type 2 performance monitoring
Agreement
At least for NW sided model, for the quantization of a reported L1-RSRP value at least for the report in L1 signaling, support

· Support differential L1-RSRP reporting with legacy quantization step and range 

· FFS: larger quantization step(s) than the already supported legacy quantization step for differential L1-RSRP and/or for absolute L1-RSRP
· FFS: Smaller range(s) for differential L1-RSRP than the already supported legacy range

Agreement
Following Working Assumption is confirmed.
Working Assumption
For report content of inference results for UE-sided model for BM-Case 2, the RSRP of predicted beam(s) in the report of inference results, is the predicted RSRP, where the predicted RSRP is based on AI/ML output.
Agreement

For NW-sided model, for inference report, at least for BM-Case 1, the content in a beam report in L1 signaling, support 

· L1-RSRPs and corresponding beam information of Top M beam(s) with largest M measured value(s) of L1-RSRP(s) of a measurement resource set, where M is configured by gNB 
· If M = the size of the measurement resource set, the content is all L1-RSRPs and one beam index (i.e., CRI/SSBRI) for the largest measured value of L1-RSRP of a measurement resource set 
· FFS: L1-RSRPs and corresponding beam information of up to M beams within X dB gap to the largest measured value of L1-RSRP, X and M are configured by gNB, and whether/how to report number of reported beams 
· FFS on the maximum value of M (where M can be larger than 4) based on UE capability (M may or may not be different for different reporting contents)
· FFS on beam information
· Note: Purpose, such as above “For NW-sided model, for inference report, at least for BM-Case 1”, will not be specified in RAN 1 specifications
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9.1.2 Specification support for positioning accuracy enhancement

Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:

· PRU

· Non-PRU UE with estimated location
· LMF

Note: transfer of label and its related data is out of RAN1 scope.
Note: It is assumed that user data privacy of non-PRU UE is preserved.
Note: Previous related working assumption made in RAN1#116bis for training data generation of AI/ML based positioning Case 3b will not need to be confirmed.
Agreement

Sample-based measurement is defined as:

· The measurement is composed of Nt' samples of the estimated channel response in time domain. The timing information for the Nt' samples are reported with a timing granularity T, where T=2kxTc. k represents the timing reporting granularity factor. Tc is the basic time unit for NR. 

· The corresponding measurement (e.g., power if reported) corresponds to the measurement for the reported Nt' samples.

· Nt' and k can be signalled 
· FFS: the value range of Nt'; the value range of integer k for the timing granularity T. 
· The timing information is defined relative to a reference time 
Further discussion is expected on the determination of Nt' and k (including signaling) , and a rule to be introduced for selecting Nt' samples.
Note: It doesn’t imply the definition of Sample-based measurement will be captured into the spec.

Agreement

Path-based measurement refers to the measurement in the existing specifications (up to Rel-18) including measurement reporting, with potential enhancements on the number of reported paths (if needed).

Agreement
For training data collection of AI/ML based positioning, if a training data sample contains both Part A and Part B, RAN1 assumes that Part A and Part B in one training data sample are: 

· for a same UE (PRU or Non-PRU UE), and 

· for a same location associated with Part B.

Note: the association can be discussed
Agreement
Draft LS R1-2405577 is endorsed in principle by adding the latest agreements made in this meeting and adding “agreements” to “Note: the working assumptions above are based on RAN1 understanding for RAN work item (NR_AIML_air).”
Agreement
Final LS R1-2405578 is endorsed.
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9.1.3 Additional study on AI/ML for NR air interface

9.1.3.1 CSI prediction
Agreement

For the boundary between Type 3 and Type 1 performance monitoring, the difference is whether UE reports performance metric or performance monitoring output to NW, respectively. 

· The monitoring output is determined based on performance metric, and additionally, baseline and/or threshold criterion if configured.

Observation
For CSI prediction using UE-sided model, for performance monitoring, at least following specification impacts are additionally identified compared to that has been captured in TR38.843, 

· Type 1

· Definition/configuration of performance metric
· Definition of threshold criterion, if configured

· Definition/configuration and report of monitoring output, and corresponding report mechanism
· Type 2

· Definition/configuration and report of ground truth CSI, and corresponding report mechanism.

· Type 3

· Definition/configuration and report of performance metric, and corresponding report mechanism.
· For all types of performance monitoring, NW indication to the UE of the decision regarding the monitoring action 

Agreement

For the evaluation of AI/ML-based CSI prediction using localized models in Release 19, regarding training,

· The k-th local model is trained on region #B_k (the k-th local region), 1<=k<=N.

· The generalized model is trained on Region #A that may be constructed via any of the following methods that is appropriate for the given generalized/local region modeling approach.

· Region #A is the same as the union of regions #B_1, …, #B_N.
· Region #A is a proper superset of the union of regions #B_1, …, #B_N.
· Region #A is generated separately from regions #B_1, …, #B_N.

· Note: companies to report which method was used.
For the evaluation of AI/ML-based CSI prediction using localized models in Release 19, regarding testing,

· The trained generalized model, local model, and the non-AI/ML benchmark are tested on the regions #B_1, …, #B_N.

· In case N>1, when reporting the results, companies may report the performance of the generalized model, the local models, and the non-AI/ML benchmark, by averaging the performance over the regions #B_1,…,B_N. Companies to report the value of N.
Observation
· For the CSI prediction using UE-sided model, till the RAN1#117 meeting, compared to the Benchmark#1 of the nearest historical CSI, in terms of SGCS, from UE speed perspective, 

· If spatial consistency is not adopted, and if N4=1

· For 10km/h UE speed, 1 source [Samsung] observes 9.55% gain

· For 30km/h UE speed, 8 sources [Lenovo, Apple, Samsung, China Telecom, Spreadtrum, OPPO, CMCC, Qualcomm] observe 8.5%~20.6% gain and 2 sources [Intel, Fujitsu] observe 23.2%~31.65% gain.

· For 60km/h UE speed, 3 sources [Qualcomm, China Telecom, Huawei] observe 2.8%~18% gain


· If spatial consistency is adopted, and if N4=1

· For 30km/h UE speed, 2 sources [Ericsson, ZTE] observes 17.83%~34.66% gain, 2 sources [vivo, MediaTek] observe 62.8%~76.4% gain 

· For 60km/h UE speed, 2 sources [Ericsson, MediaTek] observe 16.2~22% gain, 1 source [vivo] observes 90.6% gain 

· For 120km/h UE speed, 1 source [vivo] observes 68.2% gain 
· If spatial consistency is not adopted, and if N4=4

· For 30km/h UE speed, 1 source [OPPO] observes 19.7%~25.7% gain 

· If spatial consistency is adopted, and if N4=4

· For 10km/h UE speed, 1 source [Samsung] observes -1.61%~62.9% gain

· For 30km/h UE speed, 1 source [Ericsson] observes 23%~34% gain, 1 source [MediaTek] observe 20.9%~76.4% gain 

· For 60km/h UE speed, 2 sources [Ericsson, MediaTek] observe 5.96%~-22% gain, 

· If phase discontinuity is modelled, for 30km/h UE speed, 1 source [Fujitsu] observe 52.87% gain.

· Note: the above results are based on the following assumptions

· The observation window considers to start as early as 20ms~50ms.

· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.

· 8 sources [ZTE, Ericsson, Intel, vivo, Fujitsu, Samsung, CATT, MediaTek] consider realistic channel estimation, and other sources consider ideal channel estimation.

· 1 source [Fujitsu] modelled phase discontinuity, and other sources do not consider phase discontinuity modelling. 

· 1 source [Qualcomm] considers eigenvector as model input, and other sources considers Raw channel matrix as model input. 

· 2 sources [Ericsson, Intel] consider beam-delay domain transformation/antenna-frequency domain transformation as pre/post processing, 1 source [Samsung] considers per layer raw channel matrix after pre-processing, and other sources do not consider pre/post processing. 

· The performance metric is SGCS in linear value for layer 1.

· Note: N4 refers to the number of predicted CSI instances

· Note: Results refer to Table 2-1 of R1-2405492

Observation 

For the CSI prediction using UE-sided model, till the RAN1#117 meeting, compared to the Benchmark#2 of non-AI based CSI prediction, in terms of SGCS, from UE speed perspective

· If spatial consistency is not adopted, if N4=1

· For 10km/h UE speed, 1 source [InterDigital] observes 3% gain

· For 30km/h UE speed, 

· 6 sources [Qualcomm, Lenovo, Spreadtrum, Intel, CATT, OPPO] observe 0%~10.7% gain, 

· 2 sources [Fujitsu, InterDigital] observe 25.6%~48% gain

· 1 source [Apple] observes -2% ~18% gain depending on filter complexity and filter update

· For 60km/h UE speed, 

· 1 source [Qualcomm] observes -20.6% gain, 

· 2 sources [Huawei, CATT] observe 3.6%~7.8% gain, 

· 1 source [InterDigital] observes 42% gain

· If spatial consistency is adopted, if N4=1

· For 30km/h UE speed, 

· 2 sources [Ericsson, MediaTek] observe 0.43%~5% gain, 

· 2 sources [vivo, ZTE] observe 2.54%~26.45% 

· For 60km/h UE speed, 

· 2 sources [Ericsson, MediaTek] observe -1%~3% gain, 

· 1 source [vivo] observes 48.8% gain 

· For 120km/h UE speed, 1 source [vivo] observes 20.6% gain

· If spatial consistency is not adopted, if N4=4

· For 10km/h UE speed, 1 source [InterDigital] observes 1%~5% gain

· For 30km/h UE speed, 1 source [InterDigital] observes -14%~48% gain, 

· For 60km/h UE speed, 1 source [InterDigital] observes -11%~42% gain

· If spatial consistency is adopted, if N4=4

· For 30km/h UE speed, 

· 1 source [MediaTek] observes 0.43%~0.97% gain 

· 1 source [Ericsson] observes 5%~29% gain 

· For 60km/h UE speed, 

· 1 source [MediaTek] observes -1.01%~1.52% gain 

· 1 source [Ericsson] observes 3%~16% gain 

· If phase discontinuity is modelled, for 30km/h UE speed, 2 sources [Fujitsu, vivo] observe 25.6% ~48.8% gain

· Note: the above results are based on the following assumptions

· The observation window considers to start as early as 15ms~50ms.

· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.

· 6 sources [ZTE, Ericsson, Intel, vivo, Fujitsu, CATT] consider realistic channel estimation, and other sources consider ideal channel estimation.

· 2 sources [Fujitsu, vivo] modelled phase discontinuity, and other sources do not consider phase discontinuity modelling. 

· 1 source [Qualcomm] considers eigenvector as model input, and other sources considers Raw channel matrix as model input. 

· 2 source [Ericsson, Intel] considers beam-delay domain transformation/antenna-frequency domain transformation as pre/post processing, and other sources do not consider pre/post processing. 

· The performance metric is SGCS in linear value for layer 1.

· Note: N4 refers to the number of predicted CSI

· Note: Results refer to Table 2-3 of R1-2405492

Observation 

For the CSI prediction using UE-sided model, till the RAN1#117 meeting, in terms of mean UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:

· Compared to the benchmark#1 of the nearest historical CSI:

· For FTP traffic with low RU (RU<=39%)

· For 30km/h UE speed and N4=1
· 1 source [Ericsson] observes 9% gain.
· For 60km/h UE speed, and N4=1 

· 2 sources [Huawei, Ericsson] observe 1.2%~5% gain;

· For 30km/h UE speed and N4=4
· 1 source [Ericsson] observes 7% gain.
· For 60km/h UE speed, and N4=4 

· 1 source [Ericsson] observes 5% gain.
· For FTP traffic with mid RU (40<=RU<=69%)

· For 30km/h UE speed and N4=1
· 1 source [Ericsson] observes 37% gain.
· For 60km/h UE speed, and N4=1 

· 1 source [Huawei] observe 1.8%~3.5% gain;

· 1 source [Ericsson] observes 21% gain.
· For 30km/h UE speed and N4=4
· 1 source [Ericsson] observes 29% gain.
· For 60km/h UE speed, and N4=4 

· 1 source [Ericsson] observes 21% gain.
· For FTP traffic with high RU (RU>=70%)
· For 60km/h UE speed, and N4=1 

· 1 source [Huawei] observe 2.5%~4.2% gain;

· For full buffer traffic:

· For 30km/h UE speed and N4=1
· 1 source [Lenovo] observes 51% gain.

· 1 source [Fujitsu] observes 27% gain.
· 1 source [MediaTek] observes 8.7% gain.
· For 30km/h UE speed and N4=4
· 1 source [Fujitsu] observes 11.6% gain.
· Compared to the benchmark#2 of non-AI/ML based CSI prediction:

· For FTP traffic, with low RU (RU<=39%)

· For 30km/h UE speed and N4=1,
· 1 source [Ericsson] observes 9% gain.
· 1 source [CATT] observes -2.1% gain.
· For 60km/h UE speed, and N4=1 

· 1 source [Huawei] observes 0.7%~0.9% gain; 

· 1 source [Ericsson] observes 11% gain.
· 1 source [CATT] observes -6.1% gain

· For 30km/h UE speed and N4=4,
· 1 source [Ericsson] observes 13% gain.
· 1 source [InterDigital] observes 2.1% gain.
· 1 source [MediaTek] observes 0.02% gain.
· For 60km/h UE speed, and N4=4 

· 1 source [Ericsson, InterDigital] observes 13% 

· 1 source [MediaTek] observes 0.14% gain 

· 1 source [Ericsson, InterDigital] observes -13.1% 

· For FTP traffic, with mid RU (40<=RU<=69%)

· For 30km/h UE speed and N4=1,
· 1 source [Ericsson] observes 24% gain.
· For 60km/h UE speed, and N4=1 

· 1 source [Huawei] observes 2.3%~3.1% gain; 

· 1 source [Ericsson] observes 31% gain.
· For 30km/h UE speed and N4=4,
· 1 source [Ericsson] observes 35% gain.
· 2 sources [MediaTek, InterDigital] observe -0.25%~2.5% gain.
· For 60km/h UE speed, and N4=4 

· 1 source [Ericsson] observes 32% gain.
· 1 source [MediaTek] observes 0.25% gain.
· 1 source [InterDigital] observes -19.6% gain.
· For FTP traffic, with high RU (RU>=70%)

· For 60km/h UE speed, and N4=1 

· 1 source [Huawei] observes 2%~2.5% gain; 

· For 30km/h UE speed and N4=4,
· 2 sources [InterDigital, MediaTek] observes 0.11%~5.7% gain.
· For 60km/h UE speed, and N4=4 

· 1 source [InterDigital] observes -17.2% gain.
· 1 source [MediaTek] observes 0.92% gain.
· For full buffer traffic:

· For 30km/h UE speed and N4=1
· 1 source [Lenovo] observes 24% gain.

· 1 source [Fujitsu] observes 9.7% gain.
· 2 sources [CATT, MediaTek] observe 0.6~1.2% gain.
· For 60km/h UE speed, and N4=1 

· 1 source [CATT] observes 0.2% gain 

· 1 source [vivo] observes 20.6% gain 

· For 30km/h UE speed and N4=3 or 4
· 1 source [Fujitsu] observes 7% gain.
· 1 source [vivo] observes 24.7% gain with phase discontinuity modelling.
· For 60km/h UE speed and N4=3 
· 1 source [vivo] observes 41.3% gain with phase discontinuity modelling.
· Note: the above results are based on the following assumptions

· The observation window considers to start as early as 15ms~50ms.

· A future 4ms ~ 20ms instance from the prediction output is considered for calculating the metric.

· Raw channel matrix is considered as model input

· The performance metric is mean UPT for Max rank 1.

· 1 source [Ericsson] considers beam-delay domain transformation/antenna-frequency domain transformation as pre/post processing, and other sources considers no pre/post processing. 
· 3 sources [vivo, Ericsson, MediaTek] consider spatial consistency, and other sources do not consider spatial consistency. 

· 4 sources [Ericsson, Fujitsu, CATT, MediaTek] consider realistic channel estimation, and other sources consider ideal channel estimation.

· 1 source [vivo] are modelled phase discontinuity, and other sources do not consider phase discontinuity

· Note: N4 refers to the number of predicted CSI instances

· Note: Results refer to Table 2-5/2-4/2-4/2-8 of R1-2405492
Observation
For the CSI prediction using UE-sided model, till the RAN1#117 meeting, in terms of 5% UE UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:

· Compared to the benchmark#1 of the nearest historical CSI:

· For FTP traffic with low RU (RU<=39%)

· For 30km/h UE speed and N4=1
· 1 source [Ericsson] observes 27% gain.
· For 60km/h UE speed, and N4=1 

· 2 sources [Huawei, Ericsson] observe 4.5%~18.3% gain;

· For 30km/h UE speed and N4=4
· 1 source [Ericsson] observes 14% gain.
· For 60km/h UE speed, and N4=4 

· 1 source [Ericsson] observes 4% gain.
· For FTP traffic with mid RU (40<=RU<=69%)

· For 30km/h UE speed and N4=1
· 1 source [Ericsson] observes 100% gain.
· For 60km/h UE speed, and N4=1 

· 1 source [Huawei] observe 8.6%~11.3% gain;

· 1 source [Ericsson] observes 45% gain.
· For 30km/h UE speed and N4=4
· 1 source [Ericsson] observes 77% gain.
· For 60km/h UE speed, and N4=4 

· 1 source [Ericsson] observes 26% gain.
· For FTP traffic with high RU (RU>=70%)
· For 60km/h UE speed, and N4=1 

· 1 source [Huawei] observe 13.4%~17.8% gain;

· For full buffer traffic:

· For 30km/h UE speed and N4=1
· 1 source [Lenovo] observes 10.5% gain.

· 1 source [Fujitsu] observes 9.9% gain.
· 1 source [MediaTek] observes 7.7% gain.
· For 30km/h UE speed and N4=4
· 1 source [Fujitsu] observes 2.1% gain.
· Compared to the benchmark#2 of non-AI/ML based CSI prediction:

· For FTP traffic, with low RU (RU<=39%)

· For 30km/h UE speed and N4=1,
· 1 source [Ericsson] observes 18% gain.
· 1 source [CATT] observes 50.1% gain.
· For 60km/h UE speed, and N4=1 

· 1 source [Huawei] observes 2.5%~5.2% gain; 

· 1 source [Ericsson] observes 17% gain.
· 1 source [CATT] observes 47.1% gain

· For 30km/h UE speed and N4=4,
· 1 source [Ericsson] observes 23% gain.
· 1 source [InterDigital] observes 5.7% gain.
· For 60km/h UE speed, and N4=4 

· 2 sources [Ericsson, InterDigital] observe 9.5%~% 19%gain.
· For FTP traffic, with mid RU (40<=RU<=69%)

· For 30km/h UE speed and N4=1,
· 1 source [Ericsson] observes 46% gain.
· For 60km/h UE speed, and N4=1 

· 1 source [Huawei] observes 7%~8.6% gain; 

· 1 source [Ericsson] observes 66% gain.
· For 30km/h UE speed and N4=4,
· 1 source [Ericsson] observes 73% gain.
· 1 source [InterDigital] observes 6.8% gain.
· For 60km/h UE speed, and N4=4 

· 1 source [Ericsson] observes 56% gain.
· 1 source [InterDigital] observes 27.2% gain.
· For FTP traffic, with high RU (RU>=70%)

· For 60km/h UE speed, and N4=1 

· 1 source [Huawei] observes 6.7%~14.8% gain; 

· For 30km/h UE speed and N4=4,
· 1 source [InterDigital] observes 28.6% gain.
· For 60km/h UE speed, and N4=4 

· 1 source [InterDigital] observes 27.2% gain.
· For full buffer traffic:

· For 30km/h UE speed and N4=1
· 3 sources [Lenovo, Fujitsu, CATT] observe 0.2%~6% gain.

· 1 source [MediaTek] observes -2% gain.
· For 60km/h UE speed, and N4=1 

· 1 source [CATT] observes 0.4% gain 

· For 30km/h UE speed and N4=3 or 4
· 1 source [Fujitsu] observes 6.3% gain.
· 1 source [vivo] observes 81.9% gain with phase discontinuity modelling.
· For 60km/h UE speed and N4=3 
· 1 source [vivo] observes 48.9% gain with phase discontinuity modelling.
· Note: the above results are based on the following assumptions

· The observation window considers to start as early as 15ms~50ms.

· A future 4ms ~ 20ms instance from the prediction output is considered for calculating the metric.

· Raw channel matrix is considered as model input

· The performance metric is mean UPT for Max rank 1.

· 1 source [Ericsson] considers beam-delay domain transformation/antenna-frequency domain transformation as pre/post processing, and other sources considers no pre/post processing. 
· 3 sources [vivo, Ericsson, MediaTek] consider spatial consistency, and other sources do not consider spatial consistency. 

· 4 sources [Ericsson, Fujitsu, CATT, MediaTek] consider realistic channel estimation, and other sources consider ideal channel estimation.

· 1 source [vivo] are modelled phase discontinuity, and other sources do not consider phase discontinuity

· Note: N4 refers to the number of predicted CSI instances

· Note: Results refer to Table 2-5/2-4/2-4/2-8 of R1-2405492
Observation 

For the generalization verification of CSI prediction using UE sided model over various UE speeds, till the RAN1#117 meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain UE speed#B and applied for inference with a same UE speed#B,

· For generalization Case 2, generalized performance may be achieved for some certain combinations of UE speed#A and UE speed#B but not for others:

· If UE speed#B is 10 km/h and

· UE speed#A is 30 km/h or 120km/h, 2 sources [Fujitsu, MediaTek] observe a generalized performance of less than -5.5% degradation. 

· UE speed#A is 60 km/h, 1 source [CMCC] observes -26.79% degradation. 

· If UE speed#B is 30 km/h and

· UE speed#A is 60km/h, 4 sources [Huawei, CATT, Ericsson, vivo] observe a generalized performance of -11.4%~-2.7% degradation and 1 source [CMCC] observes a generalized performance of -25.6%~-32% degradation.

·  UE speed#A is 10km/h or 120km/h, 3 sources [CMCC, MediaTek, Fujitsu] observe a generalized performance of -51.5%~-72.37% degradation.

· If UE speed#B is 60 km/h and

· UE speed#A is 30km/h, 1 source [CATT] observes a generalized performance of -1.9% degradation and 5 sources [Huawei, Fujitsu, MediaTek, Ericsson, vivo] observe a generalized performance of -28.6%~-56.3% degradation 

· If UE speed#B is 120 km/h and

· UE speed#A is 30km/h, 1 source [MediaTek] observes a generalized performance of -56.3% degradation 

· For generalization Case 3, generalized performance of the AI/ML model can be achieved in general (0%~-3.63% loss) for UE speed#B subject to any of 10 km/h, 30 km/h, 60 km/h and 120 km/h, if the training dataset is constructed with data samples subject to multiple UE speeds including UE speed#B, as observed by 6 sources [Fujitsu, Huawei, CATT, vivo, Apple, Ericsson]

· If UE speed#B is 10 km/h 

· 2 sources [Fujitsu, MediaTek] observe a generalized performance of less than -0.2% degradation, and 1 source [CMCC] observes -16.87% degradation. 

· If UE speed#B is 30 km/h 

· 7 sources [Huawei, CATT, vivo, Apple, Fujitsu, Ericsson, MediaTek] observe a generalized performance of less than -2.77% degradation, 1 source [CMCC] observes a generalized performance of -15.44% degradation.

· If UE speed#B is 60 km/h and

· 6 sources [Huawei, CATT, vivo, Apple, Fujitsu, Ericsson] observe a generalized performance of less than -3.63% degradation, 2 sources [CMCC, MediaTek] observe a generalized performance of -6.77%~-13.5% degradation.

· If UE speed#B is 120 km/h and

· 1 source [MediaTek] observes a generalized performance of -43.6% degradation 

· Note: For generalization Case 3, 2 sources [CMCC, MediaTek] observe performance degradations (-13.5%~-43.6% loss) for UE speed#B subject to 10 km/h, 30 km/h, 60 km/h, 120 km/h, but compared with generalization Case 2, in general the performance are still improved.

· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table

· Raw channel matrix is used as the model input.

· The performance metric is SGCS in linear value for layer 1/2/3/4.

· 3 sources [vivo, Ericsson, MediaTek] consider spatial consistency. Other sources do not consider spatial consistency.

· 1 source [Ericsson] considers beam-delay domain transformation/antenna-frequency domain transformation as pre/post processing, and other sources considers no pre/post processing. 
· Note: Results refer to Table 3-2 of R1-2405492
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9.1.3.2 CSI compression
Conclusion 
Standardized signalling, if feasible and specified, can be used for parameter / model exchange in option 3a/5a and 3b to alleviate/resolve the inter-vendor training collaboration complexity.

· Standardized signalling may be reused for exchanging CSI generation part, CSI reconstruction part, or both, etc, when necessary and feasible.
· Standarized signalling may be over-the-air, or other approaches. 
Standardized signalling, if feasible and specified, can be used for dataset exchange in option 4 to alleviate/resolve the inter-vendor training collaboration complexity.
· Standardized signalling may be reused for dataset exchanging, when necessary and feasible.
· Standardized signalling may be over-the-air, or other approaches. 
Note: feasibility will be discussed separately.
Agreement

· For option 3a/3b/4/5a and their sub-options, at least the following potential specification impacts have been identified. Further study the necessity, feasibility, their specification impact.

· Exchange

· Parameter / model exchange methods, format/contents, and related spec impacts (3a/3b/5a)
· Dataset exchange methods, format/type/contents of data/dataset, and related spec impacts (4)

· Additional information, if necessary, that may be shared from the NW-side to help UE-side offline engineering and provide performance guidance (3a/5a/4)
· Performance target (3a/5a/4)

· Dataset or information related to collecting dataset (3a/5a)
· Any other additional information
· Model pairing (3a/3b/4/5a)

· UE capability (3a/3b/4/5a)
· Model related aspects, such as scalability (e.g., payload sizes, antenna ports, bandwidth), rank and layer handling (3a/3b/4/5a)

· Quantization of feedback (3a/3b/4/5a)
· Model structure details (3a/3b)

Note: Option 3a/4/5a and option 3b serve two different deployment time scales, UE capabilities, device-side optimizations, and training methods, and therefore may be complementary to each other, with potential specification of both.
· Specification of option 1, if needed from RAN1, can reuse specification of option 3a/3b, with the additional specification of parameters. 

Agreement
For option 1 / 3 / 4 / 5 and their sub-options, study mechanisms (e.g., post-deployment performance monitoring) for identifying the cause (e.g., NW side, UE side, data drift) of the performance degradation to guarantee good performance in the field.

Agreement

For temporal domain aspects Case 3/4, change the small / medium / large payload region definition as follows:

	Note: X, Y, Z, A, B, and C are feedback overhead rates in bits per time unit of 5ms.

Note: For  X, Y, and Z, α=[2] for rank=1/2 and α=[4] for rank=4 

Note: For A, B, and C, β=[0.5] for rank=1 and β=[0.75] for rank=2/4


Agreement

For the evaluation of temporal domain aspects of AI/ML-based CSI compression (Cases 1-5), in addition to FLOPs, also consider FLOPs per normalized time unit. Use 5msec as the normalized time unit.

Agreement

In the results template for capturing the evaluation of temporal domain aspects Case 3/4 of AI/ML based CSI compression, regarding the “upper bound”, capture both of the following:

· upper bound based on ideal CSI prediction and without CSI compression
· upper bound based on benchmark CSI prediction and without CSI compression
Agreement

For the evaluation of AI/ML-based CSI compression using localized models in Release 19, regarding training,

· The k-th local model is trained on region #B_k (the k-th local region), 1<=k<=N.

· The generalized model is trained on Region #A that may be constructed via any of the following methods that is appropriate for the given generalized/local region modeling approach.

· Region #A is the same as the union of regions #B_1, …, #B_N.
· Region #A is a proper superset of the union of regions #B_1, …, #B_N.
· Region #A is generated separately from regions #B_1, …, #B_N.

· Note: companies to report which method was used.
For the evaluation of AI/ML-based CSI compression using localized models in Release 19, regarding testing,

· The trained generalized model, local model, and the non-AI/ML benchmark are tested on the regions #B_1, …, #B_N.

· In case N>1, when reporting the results, companies may report the performance of the generalized model, the local models, and the non-AI/ML benchmark, by averaging the performance over the regions #B_1,…,B_N. Companies to report the value of N.
Agreement
For collecting evaluation results for temporal domain aspects of AI/ML-based CSI compression using localized models, use the same results template used to collect evaluation results for AI/ML-based CSI compression using localized models
· Adding the same temporal setting that is used for results template used to collect evaluation results for temporal domain compression Case 1/2/5.
	Temporal setting
	Temporal domain aspect Case 1-5

	
	CSI-RS configuration: periodic or aperiodic
For periodic: periodicity
For aperiodic: # of resources K in the CSI-RS burst / time internal m in msec

	
	CSI reporting periodicity

	
	Usage of historical CSI at UE side:  number / time distance

	
	Usage of historical CSI at NW side: number / time distance

	
	Prediction window: number / time distance between prediction instances / distance from the last observation instance to the 1st prediction instance (Only applicable to Case 3,4)


Agreement
Further study following monitoring options in Rel-19, including the necessity and feasibility, 
· NW-side monitoring, considering overhead, latency, complexity, monitoring accuracy, UE capability
· Based on the target CSI reported by the UE via legacy eT2 codebook or eT2-like high-resolution codebook (Case 1)

· SRS-based monitoring

· UE-side monitoring, considering overhead, latency, complexity, monitoring accuracy, UE capability
· Based on the output of the CSI reconstruction model at the UE (Case 2-1)

· Note: CSI reconstruction model at the UE-side can be the same as the actual CSI reconstruction model used at the NW-side, a reference model provided by NW, or a proxy model developed by the UE side.

· Via direct estimation of intermediate KPI (e.g., SGCS) without reconstructing a target CSI (Case 2-2)

· Via estimation of monitoring output other than intermediate KPI without reconstructing a target CSI
· Based on precoded RS (e.g., CSI-RS, DMRS) transmitted from NW based on the output of the CSI reconstruction model 

· Based on the output of the CSI reconstruction model indicated by the NW via legacy eT2 codebook or eT2-like high-resolution codebook

Regarding monitoring metrics:

· Monitoring accuracy also includes generalization considerations, if applicable.

· Complexity also includes LCM complexity, if applicable.

· Monitoring overhead, latency, complexity, and accuracy analysis may have to consider using at N>1 CSI feedback occasions.

· Testability of UE reported metrics
Discussion may include the following aspects:

· Consideration of Options 1-5 and their sub-options for alleviating / resolving the issues related to inter-vendor training collaboration

· Temporal domain aspects of CSI compression

· How the above monitoring approaches or combination of them may help identifying the cause (e.g., NW side, UE side, data drift) of the performance degradation
Note: for UE-side monitoring, the final reported monitoring output, if specified, may be different, e.g., be further derived based on the output of the above approaches.

Note: implementation-based monitoring solutions can be considered in assessing the necessity of the above monitoring approaches.
Agreement
For temporal domain aspects Case 3 and 4, study the impact on LCM aspects of separate prediction and compression, and joint prediction and compression.
Note: Observations of companies results till RAN1#117 are captured in FL summary R1-2405419.
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9.1.3.3 Other aspects of AI/ML model and data

Including model identification/procedure, collection of UE-sided model training data, and model transfer/delivery
Working Assumption
Regarding the associated ID for Rel-19, the UE assumes that NW-side additional conditions with the same associated ID are consistent at least within a cell  

· FFS: whether/how UE assumption can be applicable for multiple cells (including the feasibility study)

Agreement

From RAN1 perspective, for model delivery/transfer Case z4, further study the following alternatives (including the necessity/feasibility/benefits):

· Alt. A

· Step A-1: UE reports the supported known model structure(s) to network
· Step A-2: NW transfers to UE the parameters for one or more of supported known model structure(s) reported in Step A-1
· FFS: whether some additional step(s), and/or whether other information is needed

· Alt. B 

· Step B-0: UE reports to NW its support of model transfer/delivery case z4

· Note: Step B-0 may be before or after Step B-1, or not necessary
· Step B-1: NW indicates to UE the candidate known model structure(s)

· Step B-2: UE reports to NW which model structure(s) out of the candidate known model structure(s) indicated in Step B-1 is supported

· Step B-3: NW transfers to UE the parameters for one or more of supported known model structure(s) reported in Step B-2
· FFS: whether some additional step(s), and/or whether other information is needed 

· Note: Other alternative(s) is not precluded

· Note: Other method(s) of parameter exchange from NW to UE side is a separate discussion.

Agreement

From RAN1 perspective, for UE part of two-sided model, further study the following example of MI-Option2 (including the feasibility/necessity)

· AI-Example2-1

· A: A dataset is transferred from the NW/NW-side to UE/UE-side via standardized signaling. 

· Note: RAN1 study of Step A only focuses on RAN1 aspect of the dataset transfer from NW to UE. Other solution for dataset exchange is out of RAN1 scope. 

· B: UE part of two-sided model(s) is(are) developed based on at least the above dataset. 
· C: UE reports information of its UE part of two-sided model(s) corresponding to the above dataset to the NW. 
· FFS: How model ID is determined/assigned for each AI/ML model (including relationship between dataset and model ID)
· Note: Some step(s) may not be needed for MI-Option2

· Note: The above example is based on the assumption of NW-first training. It is separate discussion for the assumption of UE-first training. 

· Note: The study should consider the impact on inter-vendor collaboration, at least including complexity, performance, interoperability in RAN4/testing related aspects and feasibility.
· FFS: whether/how to consider UE-side additional condition(s) for the dataset
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