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A new study item on NR NTN Downlink coverage enhancements was approved in RAN plenary #102 with the following objectives:

	[RP-240775 Revised WID]:
[bookmark: _Hlk153196886]Study and specify if beneficial downlink coverage enhancements targeting support for additional reference satellite payload parameters covering both GSO and NGSO constellations operating in FR1-NTN or FR2-NTN [RAN1, RAN2, RAN4]
· Define additional reference satellite payload parameters assuming power sharing among satellite beams or different satellite beam patterns/size (i.e. wide or narrow) across the satellite footprint, such that satellite beams may not all be simultaneously active or may be active below the nominal EIRP density per satellite beam (see section 6.1.1 in TR 38.821) due to limited power and limited feeder link bandwidth.
· Define the corresponding power sharing assumptions and necessary link level and system level evaluation methodology and relevant KPIs for evaluations of the coverage, to allow for identification of physical channels/signals and system-level aspects that need enhancements and the corresponding needed improvements.
· Study and if needed specify solutions, including link level enhancements for FR1-NTN (e.g. for PDCCH, PDSCH) and/or system level enhancements for FR1-NTN and/or FR2-NTN, allowing dynamic and flexible power sharing between satellite beams or different satellite beam patterns/size (i.e. wide or narrow) across the satellite footprint.
Notes for this objective:
· SSB channel enhancement is not considered
· Antenna gain of UE shall be assumed to be -5.5dBi in case of smartphone in FR1-NTN, the UE is assumed to be a full duplex UE, and at least 2Rx are considered at the UE
· NGSO to be considered in priority: LEO Set-1 @ 600 km
· Rel-18 network energy saving techniques should be considered as baseline in the system level study




The detailed scope of the WI for NR-NTN Phase 3 and the work plan for this Rel-19 WID/SID can be found in RP-240775 Revised WID [1] and R1-2401990 [11] respectively.

As outlined in the WID, DL coverage enhancements can be considered at both:
· Link level to improve the link margin of selected physical channels in order to accommodate the EIRP reduction in FR1-NTN. A link margin improvement for physical channels (e.g. PDSCH and PDCCH) may be considered without impact on SSB design. 
· System level to support an efficient dynamic and flexible power sharing between beams or different beam pattern/size (i.e., wide or narrow) across the satellite foot print for FR1-NTN and FR2-NTN

RAN1#116 and RAN1#116bis defined additional reference satellite parameters scenarios as well as a list of parameters assumptions to be used for system level and link level studies/simulations. The agreements made at RAN1#116 could be found in [12]. The agreements made at RAN1#116bis could be found in [13].

In this contribution, we discuss the following aspects related to the DL coverage enhancements for NTN:
· Satellite Beam Hopping,  NR Beams and NR Cell to Satellite beams mapping and 5G NR Beam Management in NTN
· Results of downlink coverage performance evaluation at link level
· Results of system level study based on analytical evaluation



Satellite Beam Hopping   

Due to the large number of satellite beams to be served, the total power allocated to the satellite payload may be insufficient to have all beams active at the same time at the EIRP density defined in TR 38.821 [8]. For example, it could be that only 10% to 15% of satellite beams that could be simultaneously active with a nominal DL power density of 34 dBW/MHz at LEO600km based NTN deployment in S-band. 
Other aspects may impact the performance satellite active antenna and limit the number of simultaneously active beams :
· Number of antenna elements defines the antenna gain and impacts the coverage. More antenna elements improve coverage. Antenna element spacing gets smaller with high frequencies which makes it possible to have smaller antennas or have more antenna elements. But more antenna elements increases the size of the antenna especially at low frequencies.
· Number of transmitters define the number of simultaneous beams that can be created. More transmitters gives more capacity. But more transmitters also increases weight, power consumption & cost.
· Beamforming technique; whether Digital beamforming or Analog beamforming:
· With digital beamforming which has more costly hardware requirements (higher cost, power dissipation, size than analog RF beamforming) beamforming is done completely in the digital domain which enables multiple beams and multiple streams out of the same antenna array. Digital beamforming supports many control schemes to increase capacity including user-specific beams and adaptive grid of beams. Each radiating element has separate transceiver in digital beamforming.
· In case of Analog beamforming; beamforming is done in the analog domain by changing phase and amplitude of each antenna element. Each array has single transceiver per polarization. Analogue beamforming requires an RF chain ‘per beam’; It generates low number of beams. Lower cost, power dissipation, size than digital RF beamforming. With Analog beamforming, each beam contains the transmissions for all users if multiple users are scheduled during the same slot.

To cover the entire target service area with a good/acceptable quality of service, the Satellite Beam Hopping technique is typically used.

Satellite Beam Hopping   (BH) refers to a sequential and repetitive beam illumination pattern decided by the mission segment (NCC).    It is    a   well-known   technique considered  for  multi-beam satellite  communication  system. It allows  a  satellite  focusing  its  radio resources (Tx power and allocated spectrum) on where it is  needed  (typically according to traffic demand) by  selectively  illuminating beams [2]. For the support of Satellite Beam Hopping technique (BH) with 5G NR NTN, we made the following observation:

Observation 1: 
In NR NTN, the satellite beam illumination plan using satellite optimized beam hopping should take into account several constraints:
· The total available payload power 
· The total number of satellite beams: hundreds of beams maybe needed for the coverage of target service area.
· The nominal DL power density per satellite beam:  e.g. a satellite EIRP density of 34 dBW/MHz at LEO600km orbit [TR 38.821]
· The configuration of the 5G common channels and signals, such as the SSB, SIB1, other SIBs e.g. SIB19, the PDCCH and PRACH occasions.
· The traffic demand and the number of RRC active users in each beam
· The configuration of UE specific signals and channels: periodic/semi-static CSI-RS, group-common/UE-specific PDCCH, SPS PDSCH, PUCCH carrying SR, PUCCH/PUSCH carrying CSI reports, PUCCH carrying HARQ-ACK for SPS, CG-PUSCH, SRS, and positioning RS (PRS)
· Discontinuous Transmission (DTX) and Discontinuous Reception (DRX)
· The dwell time of a satellite beam which depends on the configuration of common channels and signals, the configuration of UE specific channels and signals and the user traffic type.
· The quality of service (QoS) and the QoE provided to the end user: 
· It should not be allowed to not illuminate the beam for long duration: 
· which could be seen from RRC connected UEs perspective as a radio link failure leading to call/PDU session drops. 
· And will introduce large latency for network access
· It should not be allowed to illuminate the beam for short duration (short satellite beam dwell time) leading to a degraded user throughput.

Thereby, efficient power and beam management are needed for optimized satellite beam illumination plan. To this goal, different solutions should be combined together to enable an efficient beam hopping in 5G NTN: 
· Take benefit of beam management techniques specified in 5G NR and adopted as baseline in 5G NTN. This would allow to define/group a cluster of several satellite beams that are mapped to the same cell and for which the resources of the cell (including cell nominal power) will be shared based on NR beam management. In this case, 5G NR beam management techniques can allow an optimized satellite beam illumination plan. However, the 3GPP specified beam management algorithm is only operating at cell level and may de facto have some limitation and could not be used alone to resolve the issue discussed above and enable an optimized satellite beam illumination plan.
· Satellite payload power saving techniques are also needed: Leveraging the new techniques that are being studied and specified in 3GPP Release-18 and Release-19; [3, RP-230566]. Because some of these studied techniques [4, 3GPP TR 38.864] are not going to be specified as part of Release-18 or Release-19, and because some other novel power/energy techniques may be need explored, further study of satellite payload power saving techniques in Release-19 would be highly recommended.
· Downlink coverage enhancements: As outlined in [5, RWS-230048] with limited total transmission power and based on the required SNR of physical channels supported for NR NTN up to Rel-17, a satellite can only serve a small part of the potential coverage area at a time. Further, the satellite may have the capability to share Tx power among beams at a given time, resulting in reduced EIRP. Indeed, to extend the number of satellite beams that could be simultaneously activated/illuminated the nominal available power per beam could be dynamically split between several beams (e.g between 4 beams which lead to a power reduction of 6dB). Therefore, Downlink coverage enhancements techniques will be beneficial for an optimized satellite beam illumination plan to support a wider range of deployment scenarios and satellites in terms of aperture and transmission power.

The techniques enabling an efficient beam hopping in 5G NTN with an optimized satellite beam illumination plan are illustrated in Figure 1 and will be further discussed in the coming sections
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Figure 1 Techniques enabling an efficient beam hopping in 5G NTN

Observation 2: 
Different solutions should be combined together to enable an efficient beam hopping in 5G NTN:
· Take benefit of beam management techniques specified in 5G NR and adopted as baseline in 5G NTN
· Satellite payload power saving techniques are also needed: Leveraging the new techniques that are being studied and specified in 3GPP Release-18 and Release-19 as part of Network Energy Saving (NES) work item
· Downlink coverage enhancements (CE) at link level: to extend the number of satellite beams that could be simultaneously activated/illuminated the nominal available power per beam could be dynamically split between several beams (e.g between 4 beams which lead to a power reduction of 6dB). DL CE is needed to cope with such DL Power reduction.

NR Beams and NR Cell to Satellite beams mapping

In this Section, we first clarify the different options of mapping of NR beams and NR cells to satellite beams, then we recall the principles of NR beam management in 5G NR, and NR beam management application NTN and its limitations.

For the sake of clarify, the following definitions are recalled:
· Beam: A beam is the main lobe of the radiation pattern of an antenna array
· Antenna port: [9,TS 38.211] An antenna port is defined such that the channel over which a symbol on the antenna port is conveyed can be inferred from the channel over which another symbol on the same antenna port is conveyed.
It is a logical entity distinguished by a separate Reference Signal sequence
· Satellite beam: a beam created by Satellite Active Antenna System. A satellite beam may not be identified by the UE
· NR beam: a beam which is associated with an antenna port/CSI Reference signal.

There are mainly 5 options which can be considered for the mapping of NR beams and NR cells to the satellite beams:
Option 1: Single NR cell per satellite beam and single NR beam cell:  

Option (1) which might be considered as a baseline consist in one-to-one mapping of NR cells to Satellite beams. In option 1, the NR beamforming is not used; the cells are single NR beam cells. NR Beam management operation is not needed.
Option 1 is illustrated in Figure 2.
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[bookmark: _Toc139746758]Figure 2 Option 1: Single NR cell per satellite beam and single NR beam cell


Option 2: Multi-Satellite beam NR cell and single NR beam cell: Cell splitting  

In Option (2), two or more satellite beams are used for the same PCI. This option can be useful to split the NR cell across several satellite beams (to extend cell coverage). Regular beam management operation (beam Indication, beam Measurements and reporting, beam recovery, tracking and refinement)  is not used. The  beam level mobility is not needed for the UE mobility within the cell. 
With Option 2, the nominal cell power is split between the satellite beams which may lead to a power reduction per beam. 
Option 2 is illustrated in Figure 3.
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[bookmark: _Toc139746759]Figure 3 Option 2: Multi-Satellite beam NR cell and single NR beam cell; Cell splitting

Option 3: Multi-Satellite beam cell and multi NR beam cell:  

Option (3) corresponds to a multi-NR beam cell: multiple NR beams per NR cell (typically 4 or 8 NR beams/cell in Frequency Range 1). With this option, the same cell (PCI) is mapped to two or more satellite beams. Each NR beam is transmitted using a satellite beam or multiple satellite beams. Option (3) is to be used with beam management operation. 
Beam sweeping will be used to transmit/receive beam formed NR channels and signals.
Option 3 is illustrated in Figure 4.
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[bookmark: _Toc139746760]Figure 4 Option 3: Multi-Satellite beam cell and multi NR beam cell

The following two options (4 and 5) could be also considered for specific use cases/deployment: such as dense area and hotspots.

Option 4: Multi NR cells per satellite beam:
Option (4) can be introduced for scalability: to have more than one NR cell per satellite beam, multiplexed in the frequency domain with different component carriers. With option (4) Single NR beam cells or multi NR beam cells can be deployed.
Option 4 is illustrated in Figure 5.
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[bookmark: _Toc139746761]Figure 5 Option 4: Multi NR cells per satellite beam:

Option 5: Multi NR cells split across satellite beams:  
Option (5) can be also for scalability to split several NR cells across different satellite beams with single NR beam cells or multi NR beam cells.
Option 5 is illustrated in Figure 6.
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[bookmark: _Toc139746762]Figure 6 Option 5: Multi NR cells split across satellite beams

Observation 3: The minimum size of NR beam is the satellite beam’s size

Observation 4: One-beam per cell and multiple-beam per cell are supported in existing NR specifications and are baseline for NR NTN (Release-17 agreement).

Beamforming and 5G NR Beam Management in NTN

Beamforming needs channel knowledge at the transmitter. Regular beam management operations are based on the control messages which are periodically exchanged between the gNB and the User Equipment. 
FDD is assumed for core specification work for NR-NTN. As FDD there is no channel reciprocity, channel information cannot be obtained from UL Sounding Reference Signals. Also, the propagation delay in NTN may impact the validity of L1 beam measurement. Furthermore, the generated satellite beams with a big size (tens or maybe hundreds of Km). For these reasons, it will be challenging to implement an optimal and dynamic/fast beamforming towards the users.
Therefore, a different approach should be taken in NTN: the gNB should operates on a set of predefined satellite beams in UL and DL. For Earth fixed beam scenario: Beams are static and do not move (from UE perspective) but beams should be steered to cover earth fixed cell area. In case of LEO based earth moving cells, the satellite beams are moving on the ground. And the Users and jumping between the beams.
Take benefit of beam management techniques specified in 5G NR and adopted as baseline in 5G NTN. This would allow to define/group a cluster of several satellite beams that are mapped to the same cell and for which the resources of the cell (including cell nominal power) will be shared based on beam management. In this case, 5G NR beam management techniques can allow an optimized satellite beam illumination plan. However, the 3GPP specified beam management algorithm is only operating at cell level and may de facto have some limitation and could be used alone to resolve the issue related to limited number of simultaneous active beams and enable an optimized satellite beam illumination plan.

Number of NR beams chosen according to the beam width and meant to cover the whole cell. The maximum number of beams L defined by 3GPP and dependent on frequency band as shown in Table 2. 

[bookmark: _Toc139746765]Table 1 maximum number of NR beams per cell
	Frequency
	L 
(Max number of SSB blocks)

	Sub 3GHz
	4

	3 GHz – 7.125 GHz
	8

	mmW (FR2)
	64



An example of NR NTN deployment in FR1 with Option 3 -Multi-Satellite beam cell and multi NR beam cell: In Figure 7, the cell on the left is configured with 4 NR/Satellite beams and the one on the right is configured with 8 NR/Satellite beams.
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[bookmark: _Toc139746763]Figure 7 An example of NR NTN deployment in FR1 with Option 3 -Multi-Satellite beam cell and multi NR beam cell

Observation 5: 
In existing specifications, number of NR beams is chosen according to the beam width and meant to cover the whole cell. The maximum number of beams L defined by 3GPP and dependent on frequency band is only equal to L=4 in S-band. In NTN, for an optimized illumination plan larger cells may need to be deployed and thereby, L=4 may not be sufficient in S-Band.

System level study 

As per the WID, DL coverage enhancements can be considered at System level to support an efficient dynamic and flexible power sharing between beams or different beam pattern/size (i.e., wide or narrow) across the satellite foot print for FR1-NTN and FR2-NTN.

Reference satellite payload parameters 

As outlined in the work item objective NGSO is be considered in priority at LEO @ 600 km with Set-1 satellite parameters. System level study is targeting FR1-NTN and/or FR2-NTN. 

The following reference satellite parameters scenarios for LEO600km Set1 in FR1 (i.e., S-band), referred to as Set1-1 FR1, Set1-2 FR1 and Set1-3 FR1 are agreed at RAN1#116.

Agreement
For DL coverage study, consider the following additional reference satellite parameters scenarios for LEO600km Set1 in FR1 (i.e., S-band), referred to as Set1-1 FR1, Set1-2 FR1 and Set1-3 FR1:

	 LEO600km Set1-1 FR1 (i.e., S-band)

	Maximum Bandwidth per beam
	5 MHz

	SCS
	15 kHz

	Beam size(Note 1)
	50km

	Satellite EIRP density /beam (dBW/MHz)
	34

	Payload Total DL power level (dBW)
	31.24

	Aggregated EIRP (Total) (dBW)
	61.24*

	Satellite Tx max Gain
	30 dBi

	Maximum EIRP per Satellite beam (dBW)
	41

	Total number of beam footprints***
	1058

	Total number of simultaneously active beams **
	106

	% simultaneously active beams**
	10.02 %

	*Note: EIRP limit is 61.24 dBm for the reference configuration. 
**Assuming 100 % Resource Block utilization within the same beam at max power. Absolute number of simultaneously active beams is up to 212 (due to limitation of RF) 
*** For a constellation design at 600km with low elevation angle with 30° and selected (i.e Set 1 parameters) beam size
Note 1: At least this beam size is considered in this scenario, larger beam sizes maybe evaluated and reported by companies




	LEO600km Set1-2 FR1 (i.e., S-band)

	Maximum Bandwidth per beam
	5 MHz

	SCS
	15 kHz

	Beam size (note 1)
	50km

	Satellite EIRP density /beam (dBW/MHz)
	34

	Payload Total DL power level (dBW)
	23

	Aggregated EIRP (Total) (dBW)
	53*

	Satellite Tx max Gain
	30 dBi

	Maximum EIRP per Satellite beam (dBW)
	41

	Total number of beam footprints
	1058

	Total number of simultaneously active beams**
	16

	% simultaneously active beams**
	1.5 %

	*Note: EIRP limit is 53 dBm for the reference configuration. 
**Absolute number of simultaneously active beams is up to 16 (due to limitation of RF)
Note 1: At least this beam size is considered in this scenario, larger beam sizes maybe evaluated and reported by companies




	LEO600km Set 1-3 FR1 (i.e., S-band)

	Maximum Bandwidth per beam
	5 MHz

	SCS
	15 kHz

	Beam size (note 1)
	50km

	Satellite EIRP density /beam (dBW/MHz)
	26

	Payload Total DL power level (dBW)
	23.24

	Aggregated EIRP (Total) (dBW)
	53.24*

	Satellite Tx max Gain
	30 dBi

	Maximum EIRP per Satellite beam (dBW)
	33

	Total number of beam footprints
	1058

	Total number of simultaneously active beams**
	106

	% simultaneously active beams**
	10.02 %

	*Note: EIRP limit is 53.24 dBm for the reference configuration. 
**Absolute number of simultaneously active beams is up to 212 (due to limitation of RF)
Note 1: At least this beam size is considered in this scenario, larger beam sizes maybe evaluated and reported by companies



The following reference satellite parameters scenario for LEO600km Set1 in FR2 (i.e., Ka-band), referred to as Set1-1 FR2 is agreed at RAN1#116.

Agreement
For DL coverage study at system level, consider the following additional reference satellite payload parameters for LEO600km in FR2 (i.e., Ka-band):

	LEO600km Set1-1 FR2 (i.e., Ka-band)

	Maximum Bandwidth per beam
	400 MHz

	SCS
	120 kHz

	Beam size
	TBD in next meeting

	Satellite EIRP density /beam (dBW/MHz)
	

	Payload Total DL power level (dBW)
	

	Aggregated EIRP (Total) (dBW)
	

	Satellite Tx max Gain
	

	EIRP per Satellite beam (dBW)
	

	Total number of beam footprints
	800 (note 1)

	Total number of simultaneously active beams
	12

	% simultaneously active beams
	1.5 %

	Note 1: A typical deployment scenario in FR2 should consider 800 satellites beams per a single satellite coverage area with an absolute number of simultaneously active beams equal to 16 (due to limitation of RF)




According to RAN1 DL CE Study in Release-18 [6], the margin when satellite TX power reduction is not applied for downlink channels and signals with parameter set-1 for LEO-1200 operating at LOS, assuming -5dBi UE antenna gain, is recalled hereafter:
· PDSCH for VoIP: -6.6 to -16.0 dB
· PDSCH for 3kbps: -8.8 to -13.7 dB
· Msg2 PDSCH: -7.2 to -10.8 dB
· Msg4 PDSCH: -3.8 to -6.7 dB
· PDCCH: -5.9 to -10.2 dB
· PDCCH of Msg2: -6.2 dB
· SSB: -8.5 to -12.8 dB

Based on the above, a power reduction up to 6dB (to be confirmed by Rel-19 Link level study) can be applied without impact on SSB design as required by the WID. 

Observation 6:
Based on  RAN1 DL NTN CE Study in Release-18, a power reduction up to 6dB (to be confirmed by Rel-19 Link level study) can be applied without impact on the performance on SSB detection.

Based on the above observation, we made the following Proposal:

Proposal 1:
RAN1 to determine the maximum power reduction that can be applied in DL without impacting SSB design.

Evaluation methodology

The method, evaluation metrics and the traffic model to be used for the system level evaluation were defined in RAN1#116. In this regard, the following agreement was made:

Agreement
RAN1 to consider the following performance metrics for DL Coverage enhancement evaluation at system level:
At least:
· CDF of the received SINR
· The dwell time and revisit time interval for each beam illumination across the coverage
· Periodicity of common control channels (e.g. SSB, CORESET0/SIB1, SIB19) and corresponding coverage ratio

Other metrics may be reported such as
· CDF of the cell throughput
· CDF of user perceived throughput (UPT)
· CDF of Latency
· Ratio of mean served cell throughput and offered cell throughput, denoted by 𝜌 (refer to TR36.889)

For system level study based on analytical evaluation:
· N1 beam footprints are in state “off”
· These beam footprints are not served by any signal (no satellite service in this area)
· N2 beam footprints are in state “common messages only”
· These beam footprints do not have any active user traffic, and are served the necessary information for cell discovery and initial access.
· Optionally, companies may consider user arrival (e.g. RACH access) in this type of cell, and should describe how this is taken into account in the analytical evaluation
· N3 beam footprints are in state “active traffic” 
· These beam footprints have X active (e.g. VoNR) users each.
· These beam footprints are also served the necessary information for cell discovery and initial access
· N1 + N2 + N3 = “Total number of beam footprints “ 
· N1, N2, N3, X are to be reported by companies.
· Resource utilization obtained under the assumptions above is to be reported by companies.
· Other assumptions made in the evaluation are to be reported by companies, e.g. power sharing scheme, beam hopping scheme, etc.

System level evaluation results

Analytical evaluation results

System level evaluation is conducted based on the analytical method defined above. Resource utilization is evaluated by the calculation of the ratio of the resources used by common signalling and the available resource for user traffic. Different SS/PBCH blocks periodicities are evaluated.
On the service link, NR satellite access network will keep periodical transmission of SS/PBCH blocks (SSB), CORESET for Type0-PDCCH and SIB1, as well as paging signal in order for UEs to detect and access the radio network. A one-to-one mapping between satellite beams and cells is considered for simplicity. That’s, only single beam cells are considered. However, as the number of simultaneously active beams is less than the total number of beam footprints,  the cells/satellite beams can be grouped into a cluster of cells/satellite beams. For example in case of Set1-1 FR1 the 1058 cells are split into clusters of 10 cells each and thereby one beam is used for the illumination of the cluster.

The following parameters for SS/PBCH block, CORSET0 and SIB1 are assumed for the evaluation:

Table 2 Parameters for SS/PBCH block, CORSET0 and SIB1 used for the evaluation
	Scenario
	Set1-1 FR1, Set1-2 FR1, Set1-3 FR1 and Set1-1 FR2

	Total number of beam footprints
	1058 for Set1-1 FR1, Set1-2 FR1 and Set1-3 FR1
800 for Set1-1 FR2

	Total number of simultaneously active beams
	106 for Set1-1 FR1 and Set1-3 FR1
16 for Set1-2 FR1
12 for Set1-1 FR2

	The numerology/SCS
	0/15kHz in FR1 and 3/120kHz in FR2

	Total RB in the grid
	RBtot
	25 in FR1 and 264 in FR2

	Hopping Ratio (Hr)
	Hr
	0,100 (or 10%) for Set1-1 FR1 and Set1-3 FR1
0,015 (or 1,5%) for Set1-2 FR1 and Set1-1 FR2

	Size of the cluster of cells
	10 (1 beam is used to illuminate a cluster of 10 cells) for Set1-1 and Set1-3 FR1
66 (1 beam is used to illuminate a cluster of 66 cells) for Set1-2 FR1
67 (1 beam is used to illuminate a cluster of 67 cells) for Set1-1 FR2

	The SSB set periodicity
	PSSB
	The SSB set periodicity (PSSB) can be configured to be {5, 10, 20, 40, 80, 160} ms  
2 SSB are transmitted in one slot 

	CORSET0 duration (in symbols)
	
	CORSET0 occupies 2 OFDM symbols in one slot in FR1 and  2 OFDM symbols FDMed with SSB in FR2

	CORSET0 size
	
	Size of CORSET0: 24 PRBs in FR1 and 48 PRBs in FR2

	SIB1 duration (in symbols)
	
	One SIB1 transmission occupies 4 OFDM symbols in one slot in FR1 and 2 OFDM symbols FDMed with SSB in FR2
Periodicity SIB1 is assumed equals to SSB set periodicity

	SIB1 size
	BWSIB1
	24 PRBs in FR1
48 PRBs (69,12 MHz) in FR2 

	SS/PBCH block and CORESET multiplexing pattern
	1 in FR1 and 3 in FR2



In FR1 with 15KHz SCS and a BW of 5MHz, the total resource blocks (RBs) available during SSB period is equal to  * 25.
 is expressed here as corresponding number of slots (20ms is equal 20 slots etc..). We use the following formula in FR1 to determine the Ratio of Common signalling/messages Resource utilization per cluster of cells referred to as :





Evaluation results for Set1-1 FR1 Set1-3 FR1: the following table shows the resource utilization for different SSB periodicities. Further, the average throughput per beam/cell is determined based on the available resource (for user traffic) per cell. For throughput calculation a code rate of 120/1024 is used in FR1 and 438/1024 in FR2 and an overhead of 0.14.

Table 3 Resource utilization for Set1-1 FR1 and Set1-3 FR1
	Number of slot within SSB periodicity
	
	20
	40
	80
	160

	Ratio of Common message Resource utilization per cluster of cells
	
	0,40
	0,20
	0,10
	0,05

	Ratio of Available resource (for user traffic) per cluster of cells
	
	0,60
	0,80
	0,90
	0,95

	Available resource (for user traffic) per cluster of cells (PRB)
	
	14,88
	19,94
	22,47
	23,73

	Available resource (for user traffic) per cell (PRB)
	
	1,49
	2,00
	2,25
	2,38

	

	Average Beam throughput (for user traffic) (kbps)
	50,47
	67,64
	76,23
	80,52



The resource utilization and the average beam throughput for Set1-1 FR1 and Set1-3 FR1 are illustrated in the following Figures: 
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Figure 8 Resource utilization for Set1-1 FR1 and Set1-3 FR1
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Figure 9 The average beam throughput for Set1-1 FR1 and Set1-3 FR1

Evaluation results for Set1-2 FR1: The following table shows the resource utilization for Set1-2 FR1.

Table 4 Resource utilization for Set1-2 FR1
	Number of slot within SSB periodicity
	
	20
	40
	80
	160

	Ratio of Common message Resource utilization per cluster of cells
	
	N/A
	N/A
	0,67
	0,34

	Ratio of Available resource (for user traffic) per cluster of cells
	
	N/A
	N/A
	0,33
	0,66

	Available resource (for user traffic) per cluster of cells (PRB)
	
	N/A
	N/A
	8,23
	16,62

	Available resource (for user traffic) per cell (PRB)
	
	N/A
	N/A
	0,12
	0,25

	

	Average Beam throughput (for user traffic) (kbps)
	N/A
	N/A
	4,22
	8,51



The resource utilization and the average beam throughput for Set1-2 FR1 are illustrated in the following Figures: 
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Figure 10 Resource utilization for Set1-2 FR1



Figure 11 The average beam throughput for Set1-2 FR1

For Set1-1 FR2, the following formula is used to determine the Ratio of Common signalling/messages Resource utilization per cluster:



Evaluation results for Set1-1 FR2: The following table shows the resource utilization for Set1-1 FR2.

Table 5 Resource utilization for Set1-1 FR2
	Number of slot within SSB periodicity
	
	20
	40
	80
	160

	Ratio of Common message Resource utilization per cluster of cells
	
	0,05
	0,03
	0,01
	0,01

	Ratio of Available resource (for user traffic) per cluster of cells
	
	0,95
	0,97
	0,99
	0,99

	Available resource (for user traffic) per cluster of cells (PRB)
	
	249
	256
	260
	262

	Available resource (for user traffic) per cell (PRB)
	
	3,75
	3,85
	3,91
	3,93

	

	Average Beam throughput (for user traffic) (Mbps)
	22,49
	23,13
	23,45
	23,61



The resource utilization and the average beam throughput for Set1-1 FR2 are illustrated in the following Figures: 

[image: ]
Figure 12 Resource utilization for Set1-1 FR2

[image: ]
Figure 13 The average beam throughput for Set1-1 FR2

In the light of the above analysis, we made the following observations and proposals:

Observation 7: Set1-2 FR1 with % simultaneously active beams of 1,5% requires SSB periodicity of at least 80ms. That is, a default periodicity of 20ms is not doable for such deployment scenario.
  
Observation 8: Set 1-1 FR1 and Set 1-3 FR1 with % simultaneously active beams of 10%, increasing the SSB periodicity from 20ms to 160ms allows an increase of the cell available capacity for user traffic and the cell throughput by 30%.

Set1-2 FR1 with % simultaneously active beams can work with a default SSB periodicity of 20ms only if the satellite target service/coverage area is reduced: That is;  N1 (N1 beam footprints are in state “off”) = 664 and N2 (N2 beam footprints are in state “common messages only” )= 394 meaning that the % simultaneously active beams is at least equal to 4.1%. The resource utilization in such conditions is shown in the following Figures:

[image: ]
Figure 14 Resource utilization for Set1-2 FR1 with N1=664 and N2=394

[image: ]
Figure 15 Average beam throughput for Set1-2 FR1 with only 394/1058 are actives


Observation 9: Set1-2 FR1 can work with a default SSB periodicity of 20ms if and only if the % simultaneously active beams is at least equal to 4.1% (only 394 beam are illuminated)

System level simulation results

System level simulations are conducted based the parameters and simulations assumptions agreed at RAN1#116 [12] with the following considerations: 

· On the beam layout: It was agreed at RAN1#116 to use a beam layout defined in Table 6.1.1.1-4 in TR 38.821  and using other beam layouts is not precluded, and should be reported by companies.  
We have the following observation on the beam layout 3 dB beamwidth with a variable beam width, especially at the outmost beams stretch defined in TR 38.821 and illustrated in Figure 16:

Observation 10: WGS84 flattened sphere Earth model used LEO600 with 4.417° 3 dB beamwidth for 38.821 Set1. If beam layout defined in Table 6.1.1.1-4 in TR 38.821  beamwidth is used, 547 beams (13 tiers) is the largest possible before outside beams stretch over the horizon. 


[image: ]
Figure 16 Beam layout 3 dB beamwidth with a variable beam width as defined in TR 38.821


Based on the above observation, we propose a beam layout with a fixed grid of 1058 beams (see Figure 17-(a)) that can be formed using regular 18 tier shape with a fixed 50 km beam ISD. Furthermore, for faster and easier research we ‘ve studied a downscaled scenario with 127 beams grid as illustrated on Figure 17-(b): For such scenario the total number of simultaneously active beams is set to be equal to 13 and 2 for LEO600km Set 1-1 FR1/ Set 1-3 FR1 and Set 1-2 FR1 to have % simultaneously active beams of 10 and 1.5% (to align RAN1#116 agreement).

· Only 127 total beams (50 km nominal beam width) are considered: 

[image: ]
Figure 17 Beam layout:  Fixed grid 1058 vs 127 beams

· Same parameters for SS/PBCH block, CORSET0 and SIB1 as given in Table 2 are used for the evaluation
· Full buffer traffic and homogenous cell load with 5 UEs are assumed to be served per beam
· Only one Rx at the UE
· Beam hopping algorithm: Two beam-hopping algorithms are considered in the study:
· BH algo-1: illumination pattern may include any beam combinations, even adjacent beams maybe illuminated at the same time which may cause inter beam interference in case of frequency reuse 1.
· BH algo-3: 3 COLOR beam-hopping scheme which allows inter beam interference reduction; with such implementation two adjacent beams could not be illuminated simultaneously.

The following figures illustrate the simulations results for parameter scenarios sets 1-1 FR1, set 1-2 FR1 and set 1-3 FR1, with different SSB periodicities using the two beam hopping algorithms: 

· Common control traffic/signalling overhead:

[image: ]
Figure 18 Common control traffic/signalling overhead:

· DL Average throughput per cell

[image: ]
Figure 19 DL Average throughput per cell

· DL Average throughput per UE:

[image: ]
Figure 20 DL Average throughput per UE

· DL SINR:

[image: ]
Figure 21  DL SINR

In the light of the above, we have the following observations:

Observation 11: Observations 7, 8 and 9 are confirmed with the System level simulations results.

Observation 12:
System level simulations results and analytical evaluation results lead to the same conclusion on the necessity to extend the default SSB periodicity to support satellite beam hopping in NTN.

Potential enhancements at system level

As per the WID RAN1 is tasked to study and if needed specify solutions, including link level enhancements for FR1-NTN (e.g. for PDCCH, PDSCH) and/or system level enhancements for FR1-NTN and/or FR2-NTN, allowing dynamic and flexible power sharing between satellite beams or different satellite beam patterns/size (i.e. wide or narrow) across the satellite footprint.
Rel-18 network energy saving techniques should be considered as baseline in the system level study as outlined in the WID. 
The findings from the study item of "Study on network power savings for NR" are captured in [3, 3GPP TR 38.864]. The study has identified techniques on gNB and UE side that can improve the network power savings in various domains, potentially with UE feedback/assistance information and information exchange over network interfaces. The study prioritizes idle/empty and low/medium load scenarios, allow different loads among carriers and neighbor cells, allows legacy UEs to be able to continue accessing a network implementing Rel-18 network power savings techniques, with the possible exception of techniques developed specifically for greenfield deployments.
The studied techniques were classified into time, frequency, spatial and power domains, and the technical descriptions as well as the legacy UE and specification impacts are summarized in the technical report [3]. The techniques in time and frequency domains mainly aim to reduce the power consumption for dynamic part by trying to shut down more symbols on one or more carriers to achieve BS micro sleep, and even the static power part by enlarging the interval between the contiguous active transmission/reception occasions to achieve BS light/deep sleep. The techniques in spatial and power domains mainly aim to reduce the power consumption of the TRX chains and PAs by trying to shut down more spatial elements and/or reduce transmission power/power spectrum density, or increase the PA efficiency.
We think that to cope with limited payload power and maximize the number of simultaneously active satellite beams, techniques to enable dynamic power sharing between beams and to improve network power savings should be explored. Particularly, the techniques in time domain studied in [3] should be considered and possibly further enhanced/adapted for NTN. These time domain techniques include:
-	Adapting transmission/reception of common channels/signals
-	Adaptation of UE specific signals and channels 
-	UE wake up signal (WUS) for gNB 
-	Adaptation of DTX/DRX 
-	Adaptation of SSB/SIB1 including on-demand SSB/SIB1

In the existing NR systems, the common control channels and signals, including SSB/PBCH, SIB1, SIB19, other SI, paging, PDCCH, and PRACH detection, are the factors of persistent beam sweeping. 
To allow for an optimal satellite beam illumination plan and to relax the beam hopping cycle adapting the transmission pattern (when applicable) of downlink common and broadcast signals, such as SSB/SI/paging/cell common PDCCH, and/or the transmission pattern/availability of uplink random access opportunities is a potential area to explore. Adaptation of the transmission pattern includes changes to periodicity, time resource locations, and omitting of specific signals/channels. The transmission pattern can be adapted semi-statically or dynamically. Clearly, these enhancements would be beneficial for payload power saving and allow the ability of illuminating more satellite beams. 
The following technique introducing enhancements in time domain were studied as part of Rel-18 NES work item but not all of them were included in the Rel-18 work item objectives.  The benefits and adaptation of these techniques for NTN should be further studied.

Table 6 Adaptation of common signals and channels for an optimized Satellite beam illumination plan

	





Adaptation of common signals and channels
	· Simplified SSB without PBCH or with partial PBCH: Such as only PSS, only PSS and SSS without PBCH, or PSS and SSS with partial PBCH.
· Example (but not limited to) of studied configurations:
· In FR2: Simple SSB with 2 OFDM symbols and a transmission period of 20 ms
· SSB and SIB1 repetition period 40ms, for other 20ms occasions, only PSS and SSS are transmitted.

	
	· Static skipping one or more of SSB/SIB1 transmission: With this technique, transmission occasion of one or more common signals/channels, which are SIB1 and SSB based on the submitted results, can be skipped

	
	· Configuration/adaptation of longer periodicity of common signals and/or uplink random access opportunities. e.g. Statically adapting the periodicity of SSB longer than 20ms up to 1280ms (with current maximum periodicity being 160ms)

	
	· Configuration/adaptation of transmission patterns of common signals. i.e. statically adapting Paging or SSB transmission patterns 



Proposal 2:
RAN1 to consider techniques/enhancement enabling an optimized Satellite beam illumination plan/beam hopping.
These enhancements should allow legacy UEs to be able to continue accessing a network implementing these new Rel-19 features, with the possible exception of techniques developed specifically for greenfield deployments.

Proposal 3:
The following potential enhancements are considered to enable an optimized Satellite beam illumination plan/beam hopping:
-	Extending the default SSB periodicity
-	Release 18 network energy saving techniques (e.g., cell DTX/DRX, etc.) with modifications to fit NR NTN (e.g., beam-based operations):
· Support the configuration of more than one cell DTX patterns to a UE.
· Support dynamic group-common signaling for the change of cell DTX patterns.

Link level study 

As discussed in previous sections, with limited total satellite’s transmission power and based on the required SNR (at UE level) of physical channels supported for NR NTN, a satellite may only serve part of the potential satellite coverage area at a time.
Thereby, the total power allocated to the satellite payload may be insufficient to have all beams active at the same time at the EIRP density defined in TR 38.821 [8]. The system level enhancements may aid for the implementation of an optimal beam illumination plan.  
Moreover, to maximize the number of the beams that can be activated simultaneously the satellite may have to share Tx power among beams at a given time, resulting in reduced EIRP. To extend the number of satellite beams that could be simultaneously activated/illuminated the nominal available power per beam could be dynamically split between several beams (e.g. between 4 beams which lead to a power reduction of 6dB). Therefore, Downlink coverage enhancements techniques will be beneficial for an optimized satellite beam illumination plan 

As per the WID, DL coverage enhancements can be considered at Link level to improve the link margin of selected physical channels in order to accommodate the EIRP reduction in FR1-NTN. A link margin improvement for physical channels (e.g. PDSCH and PDCCH) may be considered without impact on SSB design.

Further, for coverage enhancement, the features introduced in Rel-17 CE WI  and reused in Rel-18 NR NTN CE are mainly based on repetitions techniques: e.g. for VoIP, max 20 PUSCH repetitions if SCS is equal to 15 kHz and packet combining/HARQ are not applied. For low-data rate service, max 32 PUSCH repetitions. Max 16 Msg.3 PUSCH repetitions. However, while these repetitions techniques can significantly improve the SNR, the system capacity maybe considerably reduced. These recurrent repetitions may also pose additional constraint for the satellite beam illumination plan/beam hopping. Indeed, due to such repetitions the beam should be illuminated for longer period e.g. for SCS service such as VoIP with 20 PUSCH repetitions and thereby increasing the illumination dwell time.

With the above considerations in mind with made the following proposal:

Proposal 4:
RAN1 to study coverage enhancements techniques allowing for a reduced dwell time of a satellite beam (time duration during which the beam is active) such as techniques with a reduced number of repetitions.

Target scenarios, services and main assumptions

RAN1 needs to define necessary link level and system level evaluation methodology and relevant KPIs for evaluations of the coverage, to allow for identification of physical channels/signals and system-level aspects that need enhancements and the corresponding needed improvements with the following assumptions:

· SSB channel enhancement is not considered
· Antenna gain of UE shall be assumed to be -5.5dBi in case of smartphone in FR1-NTN, the UE is assumed to be a full duplex UE, and at least 2Rx are considered at the UE
· NGSO to be considered in priority: LEO Set-1 @ 600 km

RAN1#116 [12] and RAN1#116bis [13 made necessary agreements on LLS assumptions including orbit and satellite parameters, target services, target Channels and signals, link budget parameters. 

Link level evaluation results

For NTN DL coverage enhancement study, the evaluation methodology is conducted based on link-level simulation as per the evaluation method agreed in RAN1#116:

Agreement
For link-level study, downlink coverage performance in NR NTN is evaluated according to the following steps.
Step 1: CNR is calculated as defined in 6.1.3.1 of TR 38.821
Step 2: Required SNR of target service is evaluated by LLS
Step 3: The CNR and the required SNR are compared

The link budget is determined for the three additional satellite payload parameters Set 1-1, Set 1-2 and Set 1-3 defined in RAN1#116 with the following considerations:
· Satellite orbit and frequency band: NGSO at LEO-600 operating in S-band
· No antenna gain reduction due to steering loss is considered: Satellite Tx max Gain is 30 dBi even at lower elevation of 30°
· Satellite beam elevation is 30°
· Other parameters as defined in RAN1#116 agreement 

The following table shows the CNR for the following satellite parameters sets: Set 1-1, Set 1-2	and Set 1-3

Table 7 Link budgets results for Set 1-1, Set 1-2 and Set 1-3

	 
	Unit
	value
	value
	value

	Orbit
	 
	LEO600
	LEO600
	LEO600

	Transmission
	 
	DL
	DL
	DL

	Satellite parameters
	 
	Set 1-1
	Set 1-2
	Set 1-3

	Frequency
	GHz
	2,00
	2,00
	2,00

	Bandwidth
	MHz
	5,00
	5,00
	5,00

	EIRP density 
	dBW/MHz
	34,00
	34,00
	26,00

	TX: EIRP
	dBm
	70,99
	70,99
	62,99

	Antenna Noise Figure (NF)
	dB
	7,00
	7,00
	7,00

	Antenna Temperature
	K
	290,00
	290,00
	290,00

	Ambient Temperature
	K
	290,00
	290,00
	290,00

	UE antenna gain
	dBi
	-5,50
	-5,50
	-5,50

	G/T
	dB/K
	-37,12
	-37,12
	-37,12

	 
	 
	 
	 
	 

	Free space path loss [dB]
	dB
	159,10
	159,10
	159,10

	Atmospheric loss [dB]
	dB
	0,07
	0,07
	0,07

	Shadow fading margin [dB]
	dB
	3,00
	3,00
	3,00

	Scintillation Loss [dB]
	dB
	2,20
	2,20
	2,20

	Polarization loss [dB]
	dB
	3,00
	3,00
	3,00

	Additional losses [dB]
	dB
	0,00
	0,00
	0,00

	CNR [dB]
	dB
	-1,89
	-1,89
	-9,89




Observation 13: The Carrier-to-noise ratio (CNR) for the satellite payload parameters Set 1-1, Set 1-2 and Set 1-3 is equal to  -1,89 dB, -1,89 dB and -9,89 dB respectively.

Further, the required SNR (dB) is determined through simulation by considering the following general simulation parameters: 
· Impairments models/Frequency offset:
· max frequency offset = 0.1 ppm * 2 GHz
· uniform distribution in [-max frequency offset +max frequency offset ]
· Channel configuration: 
· NTN-TDL-C (LOS) with 
· K-factor = 20.8 dB 
· delay spread = 10^(-8.72) s
· Max Doppler spread = 3*1000/3600/3e8*2e9 = 5.5 Hz
· Receiver implementation	
· Perfect timing alignment with Rx OFDM window
· Realistic channel estimation
· Number of UE receive chains: 2

The PDSCH VoIP parameters used for the evaluation are given in the following table:

	Number of layers
	1

	Target code rate
	193 / 1024

	Modulation
	QPSK

	Symbol set
	14 symbols

	PRB set
	7 PRBs

	Frequency Hopping
	Disable

	Number of PDSCH repetitions 
	8

	RV sequences
	Repetition = 8  RV = 0 2 3 1 0 2 3 1

	Mapping Type
	A

	DMRS Type A position
	2

	DMRS length
	1

	DMRS additional Position
	2

	DMRS configuration type
	1

	PDSCH Transport Block Size
	192 > 184

	LDPC Decoding Algorithm
	Layered belief propagation



The parameters for PDSCH with 3kbps and PDSCH with 1Mbps used for the evaluation are given in the following table:
	BLER
	10%

	DMRS configuration
	Type I, 2 DMRS symbol, no multiplexing with data.

	PRBs/TBS/MCS for data rate service
	· 1 PRB for PDSCH with 3kbps with MCS6
· 25 PRB for PDSCH with 1Mbps with MCS8

	PDSCH duration
	12 OS



The parameters PDCCH parameters used for the evaluation are given in the following table:

	Aggregation level
	8

	Payload
	40 bits

	CORESET size
	3 symbols, 24 PRBs

	BLER
	1% BLER



We did not evaluate Msg2 PDSCH, Msg4 PDSCH, PDSCH SIB1 and PDSCH SIB19 due to lack of time.

The required SNR (dB) for the evaluated channels is given in the following table:

	 
	Required SNR (dB)
	#RB
	Code Rate R x [1024]
	iBLER
	#Repeatition

	PDSCH with 3 kbps
	-10,2
	1
	120
	10%
	8

	PDSCH with 1 Mbps
	-4,6
	25
	193
	10%
	0

	PDSCH with VoIP
	-12,4
	7
	 193
	2%
	8

	PDCCH
	-7,7
	24
	 
	1%
	AL of 8

	Msg2 PDSCH
	TBC
	TBC
	TBC
	TBC
	TBC

	Msg4 PDSCH
	TBC
	TBC
	TBC
	TBC
	TBC

	SIB1
	TBC
	TBC
	TBC
	TBC
	TBC

	SIB19
	TBC
	TBC
	TBC
	TBC
	TBC



The coverage gap (dB) for the evaluated channels and satellite parameters sets is given in the following table:

	
	Coverage gap (dB)

	 
	Set 1-1
	Set 1-2
	Set 1-3

	PDSCH with 3 kbps
	8,31
	8,31
	0,31

	PDSCH with 1 Mbps
	2,71
	2,71
	-5,29

	PDSCH with VoIP
	10,51
	10,51
	2,51

	PDCCH
	5,81
	5,81
	-2,19



In the light of the above, we made the following observations and proposals:

Observation 14: 
For PDSCH with 3 kbps with parameter Set-1-1/ Set-1-2/ Set-1-3 for LEO-600 operating at LOS the existing specification can meet the performance requirement

Observation 15: 
For PDSCH with 1 Mbps with parameter Set-1-3 for LEO-600 operating at LOS the existing specification cannot meet the performance requirement with a gap of -5,29 dB

Observation 16: 
For PDSCH with VoIP with parameter Set-1-1/ Set-1-2/ Set-1-3 for LEO-600 operating at LOS the existing specification can meet the performance requirement

Observation 17: 
For PDCCH with parameter Set-1-3 for LEO-600 operating at LOS the existing specification cannot meet the performance requirement with a gap of -2,19dB

Proposal 5:
RAN1 to introduce enhancements on the DL coverage of the following channels:
· PDCCH
· PDSCH with 1 Mbps

Conclusion

In this contribution. we made the following observations and proposals:

Observation 1: 
In NR NTN, the satellite beam illumination plan using satellite optimized beam hopping should take into account several constraints:
· The total available payload power 
· The total number of satellite beams: hundreds of beams maybe needed for the coverage of target service area.
· The nominal DL power density per satellite beam:  e.g. a satellite EIRP density of 34 dBW/MHz at LEO600km orbit [TR 38.821]
· The configuration of the 5G common channels and signals, such as the SSB, SIB1, other SIBs e.g. SIB19, the PDCCH and PRACH occasions.
· The traffic demand and the number of RRC active users in each beam
· The configuration of UE specific signals and channels: periodic/semi-static CSI-RS, group-common/UE-specific PDCCH, SPS PDSCH, PUCCH carrying SR, PUCCH/PUSCH carrying CSI reports, PUCCH carrying HARQ-ACK for SPS, CG-PUSCH, SRS, and positioning RS (PRS)
· Discontinuous Transmission (DTX) and Discontinuous Reception (DRX)
· The dwell time of a satellite beam which depends on the configuration of common channels and signals, the configuration of UE specific channels and signals and the user traffic type.
· The quality of service (QoS) and the QoE provided to the end user: 
· It should not be allowed to not illuminate the beam for long duration: 
· which could be seen from RRC connected UEs perspective as a radio link failure leading to call/PDU session drops. 
· And will introduce large latency for network access
It should not be allowed to illuminate the beam for short duration (short satellite beam dwell time) leading to a degraded user throughput.

Observation 2: 
Different solutions should be combined together to enable an efficient beam hopping in 5G NTN:
· Take benefit of beam management techniques specified in 5G NR and adopted as baseline in 5G NTN
· Satellite payload power saving techniques are also needed: Leveraging the new techniques that are being studied and specified in 3GPP Release-18 and Release-19 as part of Network Energy Saving (NES) work item
· Downlink coverage enhancements (CE) at link level: to extend the number of satellite beams that could be simultaneously activated/illuminated the nominal available power per beam could be dynamically split between several beams (e.g between 4 beams which lead to a power reduction of 6dB). DL CE is needed to cope with such DL Power reduction.

Observation 3: The minimum size of NR beam is the satellite beam’s size

Observation 4: One-beam per cell and multiple-beam per cell are supported in existing NR specifications and are baseline for NR NTN (Release-17 agreement).

Observation 5: 
In existing specifications, number of NR beams is chosen according to the beam width and meant to cover the whole cell. The maximum number of beams L defined by 3GPP and dependent on frequency band is only equal to L=4 in S-band. In NTN, for an optimized illumination plan larger cells may need to be deployed and thereby, L=4 may not be sufficient in S-Band.

Observation 6:
Based on  RAN1 DL NTN CE Study in Release-18, a power reduction up to 6dB (to be confirmed by Rel-19 Link level study) can be applied without impact on the performance on SSB detection

Observation 7: Set1-2 FR1 with % simultaneously active beams of 1,5% requires SSB periodicity of at least 80ms. That is, a default periodicity of 20ms is not doable for such deployment scenario.
  
Observation 8: Set 1-1 and Set 1-3 FR1 with % simultaneously active beams of 10% increasing the SSB periodicity from up to 160ms allows an increase of the cell available capacity for user traffic and the cell throughput by 30%.

Observation 9: Set1-2 FR1 can work with a default SSB periodicity of 20ms if and only if the % simultaneously active beams is at least equal to 4.1% (only 394 beam are illuminated).

Observation 10: WGS84 flattened sphere Earth model used LEO600 with 4.417° 3 dB beamwidth for 38.821 Set1. If beam layout defined in Table 6.1.1.1-4 in TR 38.821  beamwidth is used, 547 beams (13 tiers) is the largest possible before outside beams stretch over the horizon. 

Observation 11: Observations 7, 8 and 9 are confirmed with the System level simulations results.

Observation 12: System level simulations results and analytical evaluation results lead to the same conclusion on the necessity to extend the default SSB periodicity to support satellite beam hopping in NTN.

Observation 13: The Carrier-to-noise ratio (CNR) for the satellite payload parameters Set 1-1, Set 1-2 and Set 1-3 is equal to  -1,89 dB, -1,89 dB and -9,89 dB respectively.

Observation 14: 
For PDSCH with 3 kbps with parameter Set-1-1/ Set-1-2/ Set-1-3 for LEO-600 operating at LOS the existing specification can meet the performance requirement.

Observation 15: 
For PDSCH with 1 Mbps with parameter Set-1-3 for LEO-600 operating at LOS the existing specification cannot meet the performance requirement with a gap of -5,29 dB.

Observation 16: 
For PDSCH with VoIP with parameter Set-1-1/ Set-1-2/ Set-1-3 for LEO-600 operating at LOS the existing specification can meet the performance requirement.

Observation 17: 
For PDCCH with parameter Set-1-3 for LEO-600 operating at LOS the existing specification cannot meet the performance requirement with a gap of -2,19dB.

Proposal 1:
RAN1 to determine the maximum power reduction that can be applied in DL without impacting SSB design

Proposal 2:
RAN1 to consider techniques/enhancement enabling an optimized Satellite beam illumination plan/beam hopping.
These enhancements should allow legacy UEs to be able to continue accessing a network implementing these new Rel-19 features, with the possible exception of techniques developed specifically for greenfield deployments.

Proposal 3:
The following potential enhancements are considered to enable an optimized Satellite beam illumination plan/beam hopping:
-	Extending the default SSB periodicity
-	Release 18 network energy saving techniques (e.g., cell DTX/DRX, etc.) with modifications to fit NR NTN (e.g., beam-based operations):
· Support the configuration of more than one cell DTX patterns to a UE.
· Support dynamic group-common signaling for the change of cell DTX patterns.

Proposal 4:
RAN1 to study coverage enhancements techniques allowing for a reduced dwell time of a satellite beam (time duration during which the beam is active) such as techniques with a reduced number of repetitions.

Proposal 5:
RAN1 to introduce enhancements on the DL coverage of the following channels:
· PDCCH
· PDSCH with 1 Mbps
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(a) 1058 beam fixed grid (b) 127 beam fixed grid
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