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1 Introduction
[bookmark: _Hlk134626879]After the approval of a work item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface in RAN #102 meeting [1], new agreements were captured in RAN1 #116 and #116bis meetings related to model identification with other continuous discussions such as model transfer/delivery and data collection [2]. In this contribution, we provide our view on the addressed target issues under discussion based on the previous agreements on AI/ML framework.
2 Discussion
1 
2 
Model identification
In RAN1 #116bis meeting [2], it was agreed that 
	[bookmark: _Hlk163214308]Agreement

From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)
· How model ID(s) is determined/assigned, e.g., 
· Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
· FFS: how to report
· Note: D is to facilitate AI/ML model inference
· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.


As model identification topic is being actively under discussion in RAN1, it is necessary to have consensus of adopting model ID as basis applicable to model identification based ML operations and the related use cases. Among the listed MI-Options captured in the previous meeting, it is considered that each MI-Options have different procedures with the related signaling overhead difference and separate applicability to UE-sided/two-sided model might exist for selection of MI-Options. In addition, model alignment related to model identification process can be required for other model management events such as model switching, model activation/deactivation, model re-training/updating, etc. On the other hand, as it seems feasible for model identification via associated data collection and/or the related configuration information exchange or data/model transfer, it makes sense to investigate all MI-Options further before prioritization discussion so as to find the unified aspect based on model operation scenarios. However, MI-Option 5 can be considered to be deprioritized if necessary compared with other options while MI-Option 1/2/3 can be prioritized for further study. Regarding associated IDs, a list of configurable parameters related to data collection, additional conditions/capability, etc. can be set for varying combinations of mapping relation indication depending on model operation use cases and/or LCM phases.
Proposal 1: Model ID is applied as basis for model identification related issues.
Proposal 2: MI-Option 1/2/3 can be prioritized and MI-Option 5 can be deprioritized.
Proposal 3: Associated IDs can be based on varying combinations of mapping relation indication depending on model operation use cases and/or LCM phases.
Others
Additional conditions
For alignment on additional conditions between NW and UE sides with model identification, it would be beneficial to consider varying model versions to have the associated (target/measured) conditions related to model training before applying to inference. For example, mapping relation information can be configured for model versions in association with additional condition grouping or segmentation so that both NW and UE sides can maintain training-inference consistency based on the identified additional conditions. In addition, if any paired additional conditions on both NW and UE sides are identified for alignment, the related indication message can be supported with the pre-configured information (e.g., index or ID) for model training and/or consistency. 
Proposal 4: Mapping relation information can be configured for model versions in association with additional condition grouping or segmentation related to model training.
Proposal 5: Paired additional conditions on both NW and UE sides can be identified for alignment with the pre-configured information (e.g., index or ID).
Model monitoring
In our view, it might be also necessary to consider how to select candidate inactive models and how to minimize any potential impact on additional signalling overhead/device resource consumption/etc. When a set of candidate inactive model(s) for UE model switching is configured, the related assistance information may need to be signalled to indicate how those configured candidate inactive model(s) need to stand by based on the pre-configurable modes (depending on models, applications, device, etc.) and device resource status.
Proposal 6: Selection of candidate inactive models need to be further studied in terms of improving model switching performance and minimizing any potential impact (e.g., signalling overhead).
Model training
In the aspect of model update, the trained model can be considered for re-training or fine-tuning due to model performance degradation (e.g., drift) related to additional condition changes and online training can be effective especially when (near) real-time based model update is demanded. In Rel-18 study item phase, online training has not been studied well yet and it is suggested to study the related issues to support online training. For example, online training performance can vary depending on use cases with target models, applicable conditions and/or training dataset validity, etc. On the other hand, model training can contain multiple operational steps such as dataset sharing, model transfer and/or training parameter exchange, etc. as observed in joint/separate training collaboration cases. If considering other potential training collaboration cases with more model applications, it would be beneficial to study UE ML capability in training collaboration aspect so as to extend applicable models with different mixture of training collaboration cases.
Proposal 7: Study of online training is suggested.
Proposal 8: Study of UE ML capability related to training collaboration aspect is suggested.
3 Conclusions
In this contribution, we discussed open issues related to the addressed scope with previous agreements on AI/ML framework. Additionally, we ask RAN1 to discuss the following proposals: 
Proposal 1: Model ID is applied as basis for model identification related issues.
Proposal 2: MI-Option 1/2/3 can be prioritized and MI-Option 5 can be deprioritized.
Proposal 3: Associated IDs can be based on varying combinations of mapping relation indication depending on model operation use cases and/or LCM phases.
Proposal 4: Mapping relation information can be configured for model versions in association with additional condition grouping or segmentation related to model training.
Proposal 5: Paired additional conditions on both NW and UE sides can be identified for alignment with the pre-configured information (e.g., index or ID).
Proposal 6: Selection of candidate inactive models need to be further studied in terms of improving model switching performance and minimizing any potential impact (e.g., signalling overhead).
Proposal 7: Study of online training is suggested.
Proposal 8: Study of UE ML capability related to training collaboration aspect is suggested.
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