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[bookmark: _Ref166148199]Introduction
In this document, we provide discussion on following aspects of evaluation of Ambient IoT.
· Remaining issue in design target of feasibility study from TR 38.848.
· Link budget analysis
· Inventory Latency definition
· Device distribution
· Evaluation methodology
· KPIs
· Evaluation Scenarios
· System level simulation assumptions
· Layout and UE/Device Dropping
· Traffic model
· RF Energy harvesting Model
· Inventory Evaluation
· Link level Evaluation Assumptions
· Antenna Selectivity Model
· Envelop Detector Model
· Comparator Model
· Clock Assumptions
· Power Model
· Initial R2D link evaluation results

Remaining Issues on Feasibility Study: Design Targets

Link Budget Table

Following agreement were made in RAN1#116-bis.

Agreement RAN1#116-bis
The table below is agreed (except for the yellow part)

	No.
	Item
	Reader-to-Device
	Device-to-Reader

	(0) System configuration

	[0A]
	Scenarios
	D1T1-A1/A2/B/C
D2T2-A1/A2/B/C
	D1T1-A1/A2/B/C
D2T2-A1/A2/B/C

	[0A1]
	CW case
	N/A
	1-1/1-2/1-4/2-2/2-3/2-4

	[0B]
	Device 1/2a/2b
	Device 1/2a/2b
	Device 1/2a/2b

	[0C]
	Center frequency (MHz)
	900MHz (M), 2GHz (O)
	900MHz (M), 2GHz (O)

	(1) Transmitter

	[1D]
	Number of Tx antenna elements / TxRU/ Tx chains modelled in LLS
	For BS:
- 2(M) or 4(O) antenna elements for 0.9 GHz

For Intermediate UE:
- 1(M) or 2(O) 
	 1

	[1E]
	Total Tx Power (dBm) 
	· For BS in DL spectrum for indoor
· 33dBm(M), FFS: 38dBm(O), one smaller value [FFS: 23 or 26] dBm(M) 
· FFS: additional constraints on PSD
· FFS: For UE in DL spectrum for indoor
· For UL spectrum for indoor, 
· 23dBm (M)
· FFS: 26dBm(O)

Other values are NOT precluded subject to future discussion.


	· For device 1/2a:
· D2R-CWRxPower-Alt1:
· Company to report CW Tx/Rx power together with CW2D distance (see [1E1]~[1E5])
· D2R-CWRxPower-Alt2:
· Balanced MPL/distance (see [1E1]~[1E5], and subject to [1E3] = = [4B])
· For device 2b:
· D2R-dev2bTxPower-Alt1: -10 dBm(O)
· D2R-dev2bTxPower-Alt2: -20 dBm(M)

Other values are NOT precluded subject to future discussion.

	[1E1]
	CW Tx power (dBm)
	N/A
	· 23dBm for UL spectrum, FFS 26dBm
· 33dBm(M), 38dBm (O) for DL spectrum 
Note: only applicable for device 1/2a

	[1E2]
	CW Tx antenna gain (dBi)


	N/A
	· Company to report, the value equals to 
· UE Tx ant gain, or
· BS Tx ant gain
Note: only applicable for device 1/2a

	[1E3]
	CW2D distance (m)
	N/A
	· For D2R-CWRxPower-Alt1:
· [Company to report]
· For D2R-CWRxPower-Alt2:
· Calculated
Note: only applicable for device 1/2a

	[1E4]
	CW2D pathloss (dB)
	N/A
	Calculated
Note: only applicable for device 1/2a

	[1E5]
	CW received power (dBm)
	N/A
	Calculated
Note: only applicable for device 1/2a

	[1F]
	Transmission Bandwidth used for the evaluated channel (Hz)
	180k(M), 
360k(O), 
1.08MHz(O)
	UL data rate: xx bps

FFS: data rate for each case

	[1G]
	Tx antenna gain (dBi)
	· For BS for indoor, 6 dBi(M), 2dBi(M)

· For intermediate UE, 0 dBi
	· For A-IoT device, 0dBi (M), -3dBi (O)

	[1H]
	Ambient IoT backscatter loss (dB)

Note: due to, e.g., 
· impedance mismatch
· Modulation factor
	N/A
	· OOK: Y dB
· PSK: X dB
Note: Only for device 1
FFS: for device 2a

	[1J]
	FFS: Ambient IoT on-object antenna penalty
	· 0.9dB or 10.4
	· 0.9dB or 10.4

	[1K]
	Ambient IoT backscatter amplifier gain (dB)
	N/A
	· 10 dB (M)
· 15 dB (O)
Note: Only for device 2a

	[1N]
	FFS: Cable, connector, combiner, body losses, etc. (dB)
	FFS
	N/A

	[1M]
	EIRP (dBm)
	Calculated
FFS: any limitation of the EIRP subject to future discussion
	Calculated

	(2) Receiver

	[2A]
	Number of receive antenna elements / TxRU / chains modelled in LLS
	Same as [1D]-D2R
	Same as [1D]-R2D

	[2B]
	Bandwidth used for the evaluated channel (Hz)
	FFS: relation with the transmission bandwidth used for the evaluated channel
	· FFS: whether the values are single side-band or double side-band
· Note: The value is used for calculating the noise power
FFS: relation with the transmission bandwidth used for the evaluated channel

	[2B1]
	FFS: RF CBW (Hz)
	FFS:
· 10MHz
· 20MHz
· Other values
Note: The value is used for calculating the noise power 
	N/A

	[2C]
	Receiver antenna gain (dBi)
	same as [1G]-D2R
	Same as [1G]-R2D

	[2X]
	FFS: Cable, connector, combiner, body losses, etc. (dB)
	N/A
	FFS

	[2D]
	Receiver Noise Figure (dB)
	FFS: 20dB or 24dB or 30dB for Budget-Alt2
FFS: different values for device architecture
	For BS as reader
· 5dB
For UE as reader
· 7dB

	[2E]
	Thermal Noise power spectrum density (dBm/Hz)
	-174
	-174

	[2F]
	Noise Power (dBm)
	Calculated
	Calculated

	[2G]
	Required SNR
	Reported by company
	Reported by company

	[2H]
	FFS: Ambient IoT on-object antenna penalty
	· 0.9dB or 10.4
	· 0.9dB or 10.4

	[2J]
	Budget-Alt1/ Budget-Alt2
	For R2D link in the coverage evaluation, for device 1
· Budget-Alt1 is used (note: receiver architecture is RF ED)
FFS: device 2
	Budget-Alt2

	[2K]
	CW cancellation (dB)
	N/A
	For [monostatic backscatter], FFS
· [140dB for BS]
· [120dB for UE]

For [bistatic backscatter]
· Assuming CW has no impact to the receiver sensitivity loss. 

	[2K1]
	Remaining CW interference (dB)
	N/A
	Calculated

	[2K2]
	Receiver sensitivity loss(dB)
	N/A
	Calculated

	[2L]
	Receiver Sensitivity (dBm)

	For Budget-Alt1, 
· For device 1 (RF-ED),
· FFS:{-30dBm ~ -36dBm}

· For device 2 if RF-ED is used
· FFS

· For device 2 if RF-ED is not used
· N/A


For Budget-Alt2, 
· Calculated


	Calculated

Note: the receiver sensitivity includes the receiver sensitivity loss [2K2], i.e. after CW cancellation at least if ‘A2’ scenario is used


	(3) System margins

	[3A]
	Shadow fading margin (function of the cell area reliability and lognormal shadow fading std deviation) (dB)
	TBD
	TBD

	[3B]
	polarization mismatching loss (dB)
	3 dB
	3 dB

	[3C]
	BS selection/macro-diversity gain (dB)
	0 dB 

FFS: other values are not precluded
	0 dB

FFS: other values are not precluded

	[3D]
	Other gains (dB) (if any please specify)
	Reported by companies with justification
	Reported by companies with justification

	(4) MPL / distance

	4A
	MPL (dB)
	Calculated
	Calculated

	4B
	Distance (m)
	Calculated
	Calculated



<Editor Notes: Note 1 will be updated once the table has stabilized >
Note1: calculated values in the Table XXXX are derived according to the followings, 
· 1E
· For D2R, and device 1/2(backscatter), whether this value is need (not regarded as an input variable but regarded as indirect variable), or based on backscatter activation power threshold
· 1M
· For R2D,  
· For D2R, 
· Device 1: 
· Device 2a: 
· Device 2b: 
· 2F: 
· 2L
· For R2D and Budget-Alt1, [2L] = [2H]
· For R2D and Budget-Alt2, [2L] = [2G]+[2F]
· For D2R and Budget-Alt2, Refer to section [xxx] (Proposal [P4-3])
· 4A
· 
· 4B is derived from pathloss model 
· Refer to section [XXX] (Proposal [P4-3-2])

Note2: (M) denotes the value is mandatory to be evaluated. (O) denotes the value can be optionally evaluated.


In this section, we provide main input in red colored text.

Proposal 1: RAN1 to update excel sheet with above modifications from [1E] to [3A].
[1E] Total Tx power
· For device 1/2a
· For R2D, As one of small value, 24dBm could be chosen.  From [23], we see that companies have reported 23/24dBm for local area BS tx power.
· For D2R, the CW rx power depends on the assumption on CW transmitter location. If CW is inside topology, then, CW transmitter could be co-located with BS or UE. If CW is outside topology, then, it depends on assumed CW transmitter location.
· CW inside network
· Use D2R-CWRxPower-Alt2 (Balanced MPL/distance)
· CW outside network
· Use D2R-CWRxPower-Alt1 (Companies to report)
· For device 2b
· D2R-dev2bTxPower-Alt2: -20 dBm (M)
· D2R-dev2bTxPower-Alt2: -10 dBm (O)
· Balanced MPL calculation
· Since D2R link computation assumes device tx power at sensitivity level. Thus, this could potentially make D2R link be bottleneck link (i.e., R2D distance  > D2R distance).
· In balanced MPL/distance calculation, half of sum MPL (L = (R2D MPL + D2R MPL)/2) is calculated first. Then, mid point rx power L between Reader EIRP and Reader D2R sensitivity is computed; R = Reader EIRP – L.
· K = max(R, dev sensitivity - device ant gain  + dev mod loss + cable loss)
· This allows shorter link to increase and longer link to decrease making them be balanced.
· In monostatic case, balanced MPL maximizes min(R2D MPL, D2R MPL).
· For bistatic case, it depends on CW transmitter location.
[1E1] CW Tx power
· D2R
· UL spectrum: 23 dBm (M) FFS: 26dBm (O)
· DL spectrum: 33 dBm (M), 38dBm (O)
[1F] Transmission Bandwidth used for the evaluated channel (Hz) 
· D2R
· 15*2kHz, 180*2kHz (for DSB)
· 15kHz, 180kHz (for SSB)
· Note: Other values can be optionally evaluated. This is only for evaluation purpose.
[1G] Tx Antenna gain
· D2R
· 0dBi (M), -3dBi (O)
[1H] Ambient IoT backscatter Loss
· D2R
· OOK: -6dB
· PSK: 0dB
[2B] Bandwidth used for the evaluated channel
· R2D
· Singal bandwidth is determined by transmission bandwidth [1F]
· Noise and interference power for RFED/IF receiver is ED bandwidth.
· Companies to report assumed ED bandwidth
· Noise and interference power for ZIF receiver is the same as transmission bandwidth [1F].
· D2R
· Singal bandwidth is determined by transmission bandwidth [1F]
· Noise and interference bandwidth is determined same as transmission bandwidth [1F].
· In this case, reader receiver is OFDM receiver which can perform FFT and remove noise in non-transmission bandwidth.
· Recommend to replace 2B with noise and interference bandwidth.
[2B1] FFS: RF CBW
· R2D
· This may not be needed as long as 2B is properly defined.
· D2R
· This may not be needed as long as 2B is properly defined.
[2H] FFS: Ambient IoT on-object antenna penalty
· For both R2D and D2R
· 0.9dB for cardboard 
· 10.4dB for aluminum slab
[2J] Budget-Alt1/Budget-Alt2
· R2D
· For device 1 and 2, RF-ED receiver, use Budget-Alt1.
· For device 2b, IF or ZIF receiver, use Budget-Alt2.
· D2R
· Budget-Alt2
[2J1] CW interference power (dBm)
· A new row is necessary where CW interference power is captured.
· Monostatic (D1T1-A2, D2T2-A2)
· Could be the same as CW tx power
· Bistatic (D1T1-A1, D1T1-B, D2T2-A1, D2T2-B)
· CW power is attenuated by pathloss between CW transmitter and reader receiver.
[2K] CW cancellation (dB)
· D2R
· Monostatic (D1T1-A2, D2T2-A2)
· Companies to report 
· Bistatic (D1T1-A1, D1T1-B, D2T2-A1, D2T2-B)
· Companies to report 
· It depends on IC capability assumed, which could be different across companies.
· CW interference cancellation
· There could be two contributors to CW interference w/ different nature; tx leakage and Rx IMD
· Tx leakage: This is the interference generated from Tx chain due to nonlinearity in Tx chain (spectral regrowth), and/or poor isolation between tx and rx. Increasing isolation reduces tx leakage to rx path. If, there is CW only in tx signal, then, it would be less affected due narrow footprint of CW. If there are CW multiplexed with other NR signal (in-band), then, tx leakage impact could be large due to non-linearity of tx chain.
· Rx IM3: This interference is generated due to non-linearity of rx path (e.g., mixer, LNA, etc). The CW and backscattered signal could generate intermodulation (IM3), interfering backscattered signal itself.
· The total CW-interference can count both tx leakage and Rx IM3.
· How to compute CW interference and CW cancellation is FFS companies to report.
[2L] Receiver sensitivity (dBm)
· R2D
· Device 2 RFED receiver: [-40, -35]dBm
· Device 2b with IF/ZIF receiver: [-60, -50]dBm
· D2R
· Calculated
[3A] Shadow fading margin
· For both R2D and D2R
· 4dB


[bookmark: _Ref158652603]Latency for Single Device
Regarding latency, RAN#103 made following agreement to clarify the latency as latency for single device.
	Proposal 2
· …
· TR 38.848 clause 5.6 statement on latency remains the case with respect to a single device, i.e.: “NOTE: The time for charging the Ambient IoT device storage (if present) is not included in the latency defined above. Time for energy harvesting, charging, etc. is regarded as an implementation issue only.”
· No SID revision is necessary




Currently, the definition of latency for a single device was not agreed. We provide following definitions based on assumed procedure for inventory and command.

Latency for single device inventory
Latency definition for inventory needs following considerations.
· Agnostic to 2 vs 4 steps access: In inventory, there could be either 1+2 or 1+4 steps of message exchanges between reader(s) and a device. The first step (msg0) is query message from a reader. Remaining steps depends on inventory access design – 2 step vs 4 step approach. The latency definition for single device inventory needs to be defined agnostic to the choice of 2 step vs 4 step.
· One or more inventory requests: The start of duration for latency measure is the first inventory request msg transmission time. If the first inventory request fails reading a device, then, the reader retransmits the inventory request, and so on. The total inventory duration should include failed inventory rounds before it finally succeeds.
· Successful reception: The end of duration for latency measure is time that device successfully receives inventory report (e.g., EPC). If inventory report is not successfully received, then, the inventory round is declared not successful, which may trigger another inventory request re-trying to read the device.
· Applicability to scenarios: Definition of latency should be applicable to all scenarios including A1 and A2, B, C (same or different reader for Tx/Rx).

Based on above considerations, following definition is proposed.

Proposal 2: Definition of the latency for a single device inventory is defined as follows.
· The time interval between the time that the first inventory request for the device is sent from a reader (BS/intermediate UE) to the A-IoT device and the time that inventory report is successfully received by the same of different reader from the A-IoT device considering one or more round(s) of inventory requests, if any.

latency for single device command
Latency definition for command needs following considerations.
· Command: Command procedure starts with a command from a reader to a device.
· Successful reception of acknowledgement from device: The device who successfully receives the command performs certain action and reply to reader to notify that command is successfully executed.
· Retx of command: If command is not successfully received by device, the reader can send another command message until it is successfully received by the device.
· Applicability to scenarios: Definition of latency should be applicable to all scenarios including A1 and A2, B, C (same or different reader for Tx/Rx).

Based on above considerations, following definition is proposed.

Proposal 3: Definition of the latency for a single device command is defined as follows.
· The time interval between the time that the first command for the device is sent from a reader (BS/intermediate UE) to the A-IoT device and the time that acknowledgement from the device is successfully received by the same of different reader considering one or more (s) of commands, if any.

[bookmark: _Ref166148181]Target Distance
In RAN1#116bis, we made a following agreement.
	Agreement
The maximum distance targets are set separately for device 1, device 2a, device 2b, respectively
· FFS detailed values and RAN1 can further decide the target within in the range of 10m to 50m after link budget study.
· FFS whether to set different values for different scenarios




We propose to remove FFS for the first bullet. The detailed RAN1 distance target values should be based on evaluation results. 
The actual distance depends on the transmit power of reader, thus it thus depend on scenario and topology, spectrum, etc. The target should be set differently depending on detailed assumption on scenarios.

Proposal 4: Update agreement as follows.
Agreement
The maximum distance targets are set separately for device 1, device 2a, device 2b, respectively
· RAN1 can decide the detailed target values within in the range of 10m to 50m after link budget study.
· Determine different target values depending on scenario, topology, spectrum, etc.


Inventory Completion Time for Multiple Devices
In RAN1 study, one of target use cases is inventory, during an inventory done toward devices. The total time required for performing inventory for multiple devices could be defined as another KPI, so called inventory completion time (or latency for multiple devices).

Inventory completion time will measure how quickly or effectively the proposed inventory process could be performed. The inventory for multiple devices involved with collisions and contentions, the access mechanism should be designed well to achieve good inventory performance. The limited amount of energy in A-IoT device also increases the difficulty of inventory; during an inventory procedure, devices consuming higher power or in low energy harvesting rate could quickly ran out of energy than other devices which are not in such situations. Thus, inventory procedure should take into account such aspects.

Proposal 5: Inventory completion time for multiple A-IoT devices is defined.
· For inventory use case, the ‘Inventory completion time for multiple A-IoT devices’ is defined as the time a reader successfully complete the inventory process for [Z]% of A-IoT devices for a given number of A-IoT devices within corresponding coverage by the reader
· FFS: Z = {99%(Mandatory), 90%(Optional)}
· FFS assumptions for the followings: Company to report
· Random access schemes
· R2D and D2R data rate
· Message size
· Device distribution, [near, middle, far] = [TBD%, TBD%, TBD%]
· Impact of RF energy harvesting and power consumption
· device number

Evaluation Methodology
KPIs
For the evaluation purpose, following KPIs need to be defined for the evaluation of unicast communication (command use case) and inventory process (inventory use case).
· Latency for single device (sec): an indicator to measure latency for unicast communication, definition is given in Section 2.2.
· Inventory Completion time (sec): an indicator to measure the latency of inventory process (reading multiple A-IoT devices), definition is given in Section 2.2. Note that inventory reading speed could be directly computed from inventory completion time as average number of A-IoT devices successfully inventoried per second.
· Device power/energy consumption (uW/uJ): an indicator to measure power/energy consumption of A-IoT device. This KPI is used to check whether a design meets target.
· Energy storage size (uF): an indicator to measure the size of required energy storage size to finish inventory process successfully. This KPI is used to check whether a design meets target.

Proposal 6: Adopt following KPIs for evaluation purpose.
· Latency for single device (sec)
· Inventory completion time (sec)
· Device power/energy consumption (uW/uJ)
· Energy storage size (uF)

Evaluation Scenarios
In RAN1#116 bis, following table was agreed.

	Agreement
The following scenarios are defined,
· FFS: which of these scenarios will be evaluated.

	Scenario
	CW Inside/outside topology
	Diagram of the scenario
	Description of the scenario
	Device 1/2a/2b 
	CW spectrum
	D2R spectrum
	R2D spectrum

	D1T1-A1
	CW inside topology
	[image: ]
	· CW node inside topology 1
· ‘CW’ in CW2D and ‘R2’ in D2R are different
· ‘CW’ in CW2D and ‘R1’ in R2D are same
· ‘R1’ in R2D and ‘R2’ in D2R are different
	Device 1, 2a
	Case 1-1 (inside topology, DL)
Case 1-2 (inside topology, UL)
	Same as CW
	

	D1T1-A2
	
	[image: ]
	· CW node inside topology 1
· same ‘CW’ and ‘R’ node for CW2D, D2R and R2D
	
	Same as D1T1-A1
	Same as CW
	

	D1T1-B
	CW outside topology
	[image: ]
	· CW node outside topology 1
· ‘CW’ in CW2D and ‘R’ in D2R are different
· ‘CW’ in CW2D and ‘R’ in R2D are different
· ‘R’ in R2D and ‘R’ in D2R are same
	
	Case 1-4 (outside topology, UL)
	Same as CW
	

	D1T1-C
	No CW
	[image: ]
	· No CW Node.
	Device 2b
	N/A
	UL
	

	D2T2-A1

	CW inside topology
	[image: ]
	· CW node inside topology 2
· ‘CW’ in CW2D and ‘R2’ in D2R are different
· ‘CW’ in CW2D and ‘R1’ in R2D are same
· ‘R1’ in R2D and ‘R2’ in D2R are different
· BS communicates with R1 and R2
	Device 1, 2a
	Case 2-2 (inside topology, UL)
	Same as CW
	

	D2T2-A2
	
	[image: ]
	· CW node inside topology 2
· same ‘CW’ and ‘R’ node for CW2D, D2R and R2D
· BS communicates with R
	
	Same as D2T2-A1
	Same as CW
	

	D2T2-B
	CW outside topology
	[image: ]
	· CW node outside topology 2
· ‘CW’ in CW2D and ‘R’ in D2R are different
· ‘CW’ in CW2D and ‘R’ in R2D are different
· ‘R’ in R2D and ‘R’ in D2R are same
· BS communicates with R
	
	Case 2-3 (outside topology, DL)
Case 2-4 (outside topology, UL)
	Same as CW
	

	D2T2-C
	No CW
	[image: ]
	· No CW Node.
· BS communicates with R
	Device 2b
	N/A
	FFS

	

	Note: this table is for the case where D2R is in the same spectrum as CW2D.







Scenarios for evaluation
We think following scenarios better to have lower priority in evaluation.
· D2T2-A1: This is the scenario where two UEs are used for reading a device. Given that for D2T2, we are interested in using smartphone as reader to read tags in use cases like smart office, smart home, etc, it is less likely that we will have two UEs to read a device. Although this scenario is technically possible, it is less likely.
· D2T2-B: For smart office, and smart home use case, technically the external CW transmitter could be used. However, it would be hard to expect that people buy and install CW transmitter separately for A-IoT reading purpose.

Proposal 7: For evaluation, have lower priority for D2T2-A1 and D2T2-B.

R2D Spectrum
We provide following R2D spectrum choices for evaluation purpose.
· For R2D spectrum of D1T1, it would be better to use DL which allows to use higher transmit power helpful in achieving larger coverage.
· For R2D spectrum of D2T2, UL could be good choice since UE is already designed to transmit in UL spectrum, which minimizes hardware change. 

Proposal 8: For evaluation purpose, update following table with the choices of R2D spectrum and D2R spectrum.

	Scenario
	CW Inside/outside topology
	Diagram of the scenario
	CW spectrum
	D2R spectrum
	R2D spectrum

	D1T1-A1
	CW inside topology
	[image: A black background with a black square

Description automatically generated with medium confidence]
	Case 1-1 (inside topology, DL)
Case 1-2 (inside topology, UL)
	Same as CW
	DL

	D1T1-A2
	
	[image: A black background with a black square

Description automatically generated with medium confidence]
	Same as D1T1-A1
	Same as CW
	DL

	D1T1-B
	CW outside topology
	[image: A black background with a black square

Description automatically generated with medium confidence]
	Case 1-4 (outside topology, UL)
	Same as CW
	DL

	D1T1-C
	No CW
	[image: A black background with a black square

Description automatically generated with medium confidence]
	N/A
	UL
	DL

	D2T2-A1

	CW inside topology
	[image: A black background with a black square

Description automatically generated with medium confidence]
	Case 2-2 (inside topology, UL)
	Same as CW
	UL

	D2T2-A2
	
	[image: A black background with a black square

Description automatically generated with medium confidence]
	Same as D2T2-A1
	Same as CW
	UL

	D2T2-B
	CW outside topology
	[image: A black background with a black square

Description automatically generated with medium confidence]
	Case 2-3 (outside topology, DL)
Case 2-4 (outside topology, UL)
	Same as CW
	UL
(DL has potentiel regulation issue.)

	D2T2-C
	No CW
	[image: A black background with a black square

Description automatically generated with medium confidence]
	N/A
	UL / DL

	UL

	Note: this table is for the case where D2R is in the same spectrum as CW2D.




System Level Evaluation Assumptions
Layout and UE/Device Dropping
During 116-bis, we made following agreement related to layout, BS, UE, device dropping.
	Agreement
The following layout is used for evaluation purpose,
· FFS: CW distribution for D1T1-B and D2T2-B
	Parameter
	Assumptions for D1T1
	Assumptions for D2T2

	Scenario
	InF-DH
	InH-office
	InF-DL

	Hall size
	120x60 m
	120 x50 m
	300x150 m

	Room height
	10 m
	3m
	10 m

	Sectorization
	None

	BS deployment / Intermediate UE dropping
	18 BSs on a square lattice with spacing D, located D/2 from the walls.
· L=120m x W=60m; D=20m
· BS height = 8 m 
[image: ]
	· L=120m x W=50m; 
· Intermediate UE height = 1.5 m 

FFS: Intermediate UE dropping
	· L=300m x W=150m; 
· Intermediate UE height = 1.5 m 

FFS: Intermediate UE dropping

	Device distribution 
	Device Height= 1.5 m
AIoT devices drop uniformly distributed over the horizontal area
	Device Height= 1.5 m
AIoT devices drop uniformly distributed over the horizontal area
FFS: which devices are involved in the evaluations
	Device Height= 1.5m
AIoT devices drop uniformly distributed over the horizontal area
FFS: which devices are involved in the evaluations

	Device mobility (horizontal plane only)
	3 kph
	3 kph
	3 kph







Hall size for D2T2
In above agreement, we found that for D2T2, the size of hall is too large, which is even larger than D1T1 cases. We think it is not necessary to have such as large hall and there is no discussion and reason behind this choice. Therefore, we propose to update the hall size to the same size as other case.

Proposal 9: Reduce the hall size of D2T2 InF-DL case to 120x50m.

UE and Device Dropping
During 116bis, RAN1 had good discussion on UE and device dropping for D2T2 scenarios. How UE and device should be dropped really depends on what use cases we are going to evaluate.

First, for D1T1, it is quite clear that the goal of T1 is to provide continuous coverage in indoor environments. This requires dense deployments of BSs in grid to cover as large area as possible. Device could be dropped uniformly (or in clustered fashion) within the target coverage area (in this case warehouse).

Second, for D2T2, the goal of T2 is to address use case of smart home or smart office, where users use their smartphones directly to read tags (A-IoT device) nearby. 
· Density of UE: Note that the goal of T2 is not to compete or replace T1. So, there is no need of providing continuous coverage. This means that the density of UE does not need to be high to coverage indoor office or warehouse.
· Spatial correlation between UE and devices: In typical use cases for T2, users first move close to target devices and then perform reading (inventory/command) since users are already aware that UE’s reading range is limited. Furthermore, in many consumer use cases, users have some products (w/ A-IoT tag/device attached) in front of them already. Users use their smartphone to get additional information from the tag in front of them. So, the user’s intention to read things around them makes such spatial correlation happen in T2.

Observation 1: The goal of T2 is not to provide continuous coverage (as T1). The goal of T2 is to address consumer use case, e.g., using smartphone to read tags nearby.
Observation 2: For D2T2, UE dropping density does not need to be high considering consumer use case.
Observation 3: For D2T2, there is inherent spatial correlation occurring in device location and reader UE’s location due to the intention of users to read nearby tags using his/her smartphone.

Proposal 10: Update table with following modification
The following layout is used for evaluation purpose,
· FFS: CW distribution for D1T1-B and D2T2-B
	Parameter
	Assumptions for D1T1
	Assumptions for D2T2

	Scenario
	InF-DH
	InH-office
	InF-DL

	Hall size
	120x60 m
	120 x50 m
	300x150 m
120 x50 m

	Room height
	10 m
	3m
	10 m

	Sectorization
	None

	BS deployment / Intermediate UE dropping
	18 BSs on a square lattice with spacing D, located D/2 from the walls.
· L=120m x W=60m; D=20m
· BS height = 8 m 
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	· L=120m x W=50m; 
· Intermediate UE height = 1.5 m 

Intermediate UE dropping
· Uniform
· Density: [2] UEs in the entire hall
	· L=300m x W=150m; 
· Intermediate UE height = 1.5 m 

Intermediate UE dropping
· Uniform
· Density: [2] UEs in the entire hall

	Device distribution 
	Device Height= 1.5 m
AIoT devices drop uniformly distributed over the horizontal area
	Device Height= 1.5 m
AIoT devices drop uniformly distributed over the horizontal area
Device involved in evaluation: only devices who’s long term rx power is above its sensitivity are involved in the evaluations.
FFS: which devices are involved in the evaluations
	Device Height= 1.5m
AIoT devices drop uniformly distributed over the horizontal area
Device involved in evaluation: only devices who’s long term rx power is above its sensitivity are involved in the evaluations.
FFS: which devices are involved in the evaluations

	Device mobility (horizontal plane only)
	3 kph
	3 kph
	3 kph

	CW distribution
	Company to report including locations, density, height, etc, if any
	Company to report including locations, density, height, etc, if any
	Company to report including locations, density, height, etc, if any




[bookmark: _Ref162874679]Traffic model
In this section, we discuss new traffic models to evaluate performance of inventory procedure. To define a traffic model, we first need to understand inventory process, which can be described as follows (though it could be a topic of discussion in RAN1 and RAN2).

Inventory procedure
· Step 1) In warehouse, inventory is scheduled to be done once every, say, 15min. System generates periodic inventory request with a periodicity of 15min. The request is generated from application layer of A-IoT server and is sent though core network to gNB.
· Step 2) If gNB receives a inventory request, it starts inventory procedure by sending inventory query to unknown A-IoT devices. The request includes control information indicating which set of devices to reply to the query.
· Step 3) A set of A-IoT device receives the query and identifies that they can transmit their ID information back to gNB though random-access procedure (e.g., 2 step or 4 step RACH like process).
· Step 4) gNB repeats Step 2 to Step 3 to read as many devices as possible over multiple rounds in this inventory process. A-IoT devices who successfully sent their information (e.g., ID) stop responding to following additional queries in this inventory process.
· Step 5) gNB finishes current inventory process if inventory timer reaches to its max inventory duration (e.g., 10sec) or if there are no additional devices responding any more.

Note that it can be assumed that devices are close to fully charged (during past inventory period, e.g., 15min) before inventory starts. But, it is necessary to capture devices spending its power on maintaining duty cycled monitoring and harvesting energy while in sleep state.

[image: A diagram of a inventory process
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Figure 1 Traffic model for inventory

Based on this understanding, we could introduce new inventory traffic for the RAN1 evaluation of inventory process.
· Periodic inventory request from A-IoT server with periodicity of [15] min.
· Reader generation multiple inventory queries over multiple rounds to read A-IoT devices.
· The query generation timing depends on the random-access procedure.
· Reader generates multiple queries until inventory timer expires, or reader decides to stop inventory process early (due to no more reading).

Proposal 11: RAN1 introduces inventory traffic model as follows.
· Periodic inventory request from A-IoT server with periodicity of [15] min.
· Reader generation multiple inventory queries over multiple rounds to read A-IoT devices.
· The query generation timing depends on the random-access procedure.
· Reader generates multiple queries until inventory timer expires, or reader decides to stop inventory process early (due to no more reading).

[bookmark: _Ref158621759]RF Energy Harvesting Model
In RAN#103, following agreement was made regarding energy harvesting. 
	Proposal 2
· Confirm that study of design of energy harvesting signal/waveform is out of SI scope in Rel-19
· The potential impact of energy harvesting on device availability for transmission and reception procedures can be considered for the study [RAN2, RAN1]
· Duration of one device’s unavailability due to charging by energy harvesting can be assumed up to several tens of seconds
· Note: this value can be revisited in future RAN plenary meetings, if necessary




RF signal is the only energy source which is closely related to 3GPP system. It is controllable by 3GPP RAN system and potentially can be generated by RAN entities using licensed spectrum. There is high chance that such RF signal could have impact on system design – especially inventory procedure design where device may or may be charged and dynamically consuming energy during inventory process. In this section, we discuss simple RF energy harvesting model we can use in the inventory performance evaluation.

Proposal 12: RAN1 consider RF energy harvesting in its inventory evaluation.

The aspect we can cover in system evaluation is the amount of harvested energy using energy harvesting circuits (i.e., rectifier). Rectifier is a circuit converting RF signal to DC. In its design, it could have voltage multiplier or charge pump to increase output voltage. See [2] for further details. Figure 2 shows examples of rectifier power conversion efficiency (PCE). The average power conversion efficiency  can be defined as
,

where  is an average output power of rectifier and   is an incident RF signal power. As shown in the figure, the efficiency is a function of input power and load resistance. So, the efficiency depends on not only rectifier designs but also incident input power levels to rectifier.

There are two important metrics in rectifier design: Power Conversion Efficiency and Sensitivity.

Power Conversion Efficiency
Figure 2 shows two examples of power conversion efficiency (PCE) curves from [8][9]. The left figure in Figure 2 shows that the peak efficiency is obtained around input power levels in -10dBm to 0dBm. The right figure in Figure 2 shows that the peak efficiency depends on the load resistance, which means that efficiency curves depend on rectifier design.
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[bookmark: _Ref158667810]Figure 2 Example energy power conversion efficiency curves of RF energy harvesting [8][9]

In RAN1, we could use such efficiency curves to capture different levels of harvested energy across devices in different distances from its energy source. One could easily compute the charging time  using the efficiency curve incident power level  (Watt), and energy storage size  (Joule).

 
Table 1 shows example table form to capture a PCE curve. 
[bookmark: _Ref158668875]Table 1 Example power conversion efficiency model 
	[bookmark: _Hlk158485503]Rx power (dBm)
	EH efficiency

	X < S
	[0.0]

	 S < x < S+5
	[0.02]

	S+5 < x < S+10
	[0.05]

	S+10 < x < S+15
	[0.1]

	S+15 < x < S+20
	[0.25]

	S+20 < x < S+25
	[0.45]

	S+25 < x < S+30
	[0.65]

	S+30 < x < S+35
	[0.8]

	S+35 < x < S+40
	[0.8]

	S+40 < x < S+45
	[0.8]

	S+45 < x < S+50
	[0.65]

	S+50 < x < S+55
	[0.35]

	S+55 < x < S+60
	[0.3]

	S: sensitivity of EH in the range of 
[-35, -30, -25] for evaluation purpose



Note that using this EH modeling, one can compute amount of harvested energy during inventory process. Devices near to energy sources will get the higher charging rates (which will help the devices to sustain longer during the inventory process) than other cell edge devices (which could quickly run out of their energy and sustain only for a short duration).

Proposal 13: RAN1 to use PCE curve (or table) to study the impact of charging during inventory process.

Sensitivity
Sensitivity is the minimum input power where rectifier can harvest non-zero power. The minimum sensitivity levels typically seen in literatures are in the range of -35 dBm to -30 dBm and the efficiency at near sensitivity varies from <5% to 27% depending on energy harvester designs [8][9][10][11][12][13][14]. See Section 4 of our companion paper [3].The Figure 3 shows the survey of sensitivity of RF power harvester in 900MHz [11].
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[bookmark: _Ref158632482]Figure 3 Sensitivity of RF power harvester of 900MHz Rectifier[11]

Proposal 14: RAN1 to capture sensitivity in the PCE curve or table for evaluation purpose.

Inventory Evaluation
In this section, we discuss the possibility of simplified form of inventory evaluation. The discussion in this section is closely related to Section 2.3 of inventory completion time KPI. 

For accurate inventory evaluation, one can chose system level evaluation, where multiple readers and devices are spatially distributed and interact based on energy availability and inventory process. Inventory traffic model proposed in Section 3.3.2 could be simulated. Such setup better reflects indoor environment giving potential insights on coverage and inventory performance in terms of number of reader/device distribution and availability of RF energy. 

RF energy harvesting
Regarding RF energy harvesting, RAN#103 made a following agreement.
	Proposal 2
· Confirm that study of design of energy harvesting signal/waveform is out of SI scope in Rel-19
· The potential impact of energy harvesting on device availability for transmission and reception procedures can be considered for the study [RAN2, RAN1]
· Duration of one device’s unavailability due to charging by energy harvesting can be assumed up to several tens of seconds
· Note: this value can be revisited in future RAN plenary meetings, if necessary
· TR 38.848 clause 5.6 statement on latency remains the case with respect to a single device, i.e.: “NOTE: The time for charging the Ambient IoT device storage (if present) is not included in the latency defined above. Time for energy harvesting, charging, etc. is regarded as an implementation issue only.”
· No SID revision is necessary



This agreement says to study the impact of energy harvesting on device availability for transmission and reception procedures. This aspect needs to be considered in inventory evaluation. If it is not properly evaluated, following issue could occur down the road in SI/WI.
· RAN1 could potentially end up with system design which requires large amount of energy to successfully finish an inventory process, which will require large capacitor or expensive energy harvester block.
· Given that 3GPP is to address inventory use cases with very low target device cost (<$1), large energy storage and expensive energy harvester should be avoided. System should be designed such that low cost/low power device could be used for inventory process.
· RF energy harvesting by far the cheapest solution; it uses existing antenna and simple rectifier circuit.
· Capacitor size should be large enough to make device sustain during an inventory process yet small enough that the capacitor cost is much lower than target device cost (<1$).

Observation 4: If energy harvesting is not properly evaluated, then, system design could end up with a solution which neither meet design requirements nor address target use case.

Simplified inventory evaluation
One can also think a simpler version of inventory evaluation w/ focus on inventory procedure/protocol itself. For example, a single reader (gNB/UE) tying to read multiple devices could be considered based on a simpler channel model (e.g., pathloss model only). 

To capture impact of energy harvesting, energy harvest rates can be considered based on distances between readers and devices which can be calculated. During the inventory process, the power consumption/harvesting at devices could be tracked based on device activities (e.g., energy harvesting, sleep, rx, tx). Since only single gNB is considered and a simplified channel model is used, the amount of complexity could be significantly reduced compared to regular system level evaluations. 

This approach allows us to focus more on inventory procedure aspect. Note that A-IoT device is a fundamentally energy limited device, of which operation is inherently opportunistic based on availability of energy. Even when an A-IoT device’s  energy storage is fully charged, given that energy storages cannot be large (~ tens of uF) due to cost constraint (i.e., very cheap tag for inventory ~10s of cents), the available energy to a device is quite limited. Due to efficient utilization of energy is required to finish inventory process (among hundreds of other devices).

Proposal 15: RAN1 to perform evaluation of inventory process considering following aspects in evaluation.
· Single Reader / [multiple Readers]
· Pathloss only channel model / [fading channel]
· Multiple A-IoT devices
· Energy harvesting model
· Power consumption model
· Inventory procedure (including random access scheme)

Link Level Evaluation Assumptions
In 116bis, we made following agreements on assumptions for LLS in coverage evaluation.
	Proposal#2 (V05r1)
The following table of coverage evaluation assumptions in link level simulation is considered as start point.
-  Other values/options are not precluded and subject to future discussion.
Table: Coverage evaluation assumptions
	Parameters
	Assumptions

	R2D/D2R common parameters

	Carrier frequency
	Refer to link budget template

	SCS
	15 kHz as baseline

	Block structure
	Preamble + payload + CRC, to be reported by companies
Blocks as agreed in 9.4.2.3, or other blocks reported by companies

	Channel model
	<Editor’s Note: Refer to Proposals in section 3.5.3 will be updated according to the agreements made for channel model>

	Delay spread
	[30, 150] ns 

	Device velocity
	3 km/h

	Number of Tx/Rx chains for Ambient IoT device
	1

	BS
	Number of antenna elements
	[2 or 4] 2 or 4

	
	Number of TXRUs
	[2 or 4] 2 or 4

	Intermediate UE
	Number of antenna elements
	[1 or 2] 1 or 2

	
	Number of TXRUs
	[1 or 2] 1 or 2

	Reference data rate
	[0.1, 1, 5] kbps

	Message size
	· D2R:  
· [FFS: 16, 96, 400 bits]
· R2D: 
· [FFS: 16, 32, 64, 400bits]

	BLER target
	1%, 10%

	Sampling frequency
	<Editor’s Note: Refer to Proposals in section 3.5.3 will be updated according to the agreements made for channel model Sampling frequency >

	Device 1/2a/2b
	Options are as follows,
-          Device 1, RF-ED
-          Device 2a, RF-ED
-          Device 2b, RF-ED/IF-ED/ZIF
 
<Editor’s Note: will be updated according to agreements from 9.4.1.2> 

	R2D specific parameters

	Transmission bandwidth
	180 kHz as baseline

	FFS: RF-ED bandwidth
	[X MHz]

	FFS: BB LPF
	[X]-order Butterworth filter with cutoff frequency at [Y] kHz

	Waveform
	OOK waveform generated by OFDM modulator

	Modulation
	OOK
Companies to report, e.g., OOK-1, OOK-4 with M chips per OFDM symbol

	Line code
	Companies to report, e.g., Manchester, PIE

	FEC
	No FEC as baseline

	ADC bit width
	1-bit for device 1
4-bit for device 2

	Detection/decoding method for Line code
	Companies to report

	D2R specific parameters

	Transmission bandwidth
(w.r.t. D2R data rate)
	15 kHz as baseline
For Device 1 and 2a, 15 kHz as baseline 
For Device 2b, [180] kHz as baseline
[FFS: 15kHz, 180kHz]

	Waveform (CW)
	Companies to report waveform, e.g., unmodulated single tone, multi-tone(multiple unmodulated single tone)

	Modulation
	Companies to report modulation, e.g., OOK, BPSK, BFSK

	Line code
	Companies to report, e.g., Manchester encoding, FM0 encoding, Miller encoding, no line coding

	FEC
	Companies to report, e.g., CC, No FEC

	ADC bit width
	Companies to report, e.g., 11-bit

	D2R receiver 
	FFS: Reader receiver, e.g., coherent receiver / non-coherent receiver

	Other assumptions

	Other assumptions
	To be reported by company

	Note: 
 -           Companies to report required SINR according to BLER target.







Delay Spread
In RAN1#106-bis, we made following agreement. 
	Agreement
In the link level simulation, considering the following channel model,
· For D1T1, TDL-A channel model is used for R2D link and for D2R link for InF-DH scenario.
· For D2T2, 
· TDL-A channel model is used for R2D link and for D2R link if InF scenario is considered
· TDL-D channel model is used for R2D link and for D2R link if InH-Office scenario is considered
· FFS delay spread for each case.




Given that we agree to use 30ns and 150ns in LLS assumption, we can determine mapping between delay spread and channel model. In indoor environment, typically delay spread is quite short (<60ns) due to short distance between transmitter and receiver, as shown in Table 2. Thus we make following proposal.

Proposal 16: Use 30ns for Mandatory and 150ns for optional.

[bookmark: _Ref166168787]Table 2 Delay spread 38.901
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Message Size
On message size, above agreement was made with following FFS.
 
	Message size
	· D2R:  
· [FFS: 16, 96, 400 bits]
· R2D: 
· [FFS: 16, 32, 64, 400bits]



For D2R, most typical data would be something like EPC. Short message like ACK or indication of device status/sampled data (e.g., energy status, temperature, etc ) could be also transmitted. But, time to time, long data could be also transmitted. 

For R2D, a typical data could be control message. EPC like data could be also used in case reader wants to update EPC of device. Considering multiple devices, e.g., msg2 in inventory, larger size control message is also possible. Consider all cases.
Proposal 17: update table as follows.
	Message size
	· D2R:  
· [FFS: 16, 96, 400 bits]
· R2D: 
· [FFS: 16, 32, 64, 400bits]




ED bandwidth
On “ED bandwidth”, following points needs further discussion.
	R2D specific parameters

	Transmission bandwidth
	180 kHz as baseline

	FFS: RF-ED bandwidth
	[X MHz]

	FFS: BB LPF
	[X]-order Butterworth filter with cutoff frequency at [Y] kHz



In RAN1, the “ED bandwidth” is not clearly defined yet. ED bandwidth could be understood as the input bandwidth to envelope detector within which interference and noise are contributed to the input of ED. More detailed discussion is given in Section 3.6.
Proposal 18: Update table as follows.
	R2D specific parameters

	Transmission bandwidth
	180 kHz as baseline

	ED bandwidth
	Companies to report

	RF/IF/BB filter 
	Companies to report – 3dB bandwidth , filter order




Transmission bandwidth
Tx bandwidth of D2R is still FFS including 15kHz, 180kHz.
	Transmission bandwidth
(w.r.t. D2R data rate)
	15 kHz as baseline
For Device 1 and 2a, 15 kHz as baseline 
For Device 2b, [180] kHz as baseline
[FFS: 15kHz, 180kHz]


Both 15kHz and 180kHz could be considered for evaluation.
Proposal 19: Include both 15kHz and 180kHz.
	Transmission bandwidth
(w.r.t. D2R data rate)
	15kHz, 180kHz




[bookmark: _Ref166165811]CINR/CNR Calculation in LLS

During post 106-bis email discussion, we made a following agreement.
	Proposal#5 (V05r1)
For the R2D LLS for ED,  the following is considered as start point, report followings (as start point).
· CINR/CNR in LLS, where CINR/CNR is defined as the ratio of signal power spectral density in the transmission bandwidth to the noise and/or interference (if any) power spectral density in the device ED channel bandwidth.
· signal transmission bandwidth
· ED channel bandwidth
FFS: exact definition of ED channel bandwidth for RF-ED, IF, ZIF receiver
FFS: which and how to report for R2D ZIF receiver and D2R




According to the agreement, companies are to report CINR/CNR (power spectral density ratio), signal transmission bandwidth, and ED channel bandwidth. For ED receiver, R2D link performance depend on not only CINR but also interference and noise bandwidth. Since CINR is defined as ratio of PSD, it does not capture the interference or noise outside of transmission bandwidth yet seen to ED. Thus, interference and noise bandwidth should be reported separately.

The ED bandwidth is not clearly defined. The ED channel (or ED bandwidth) could be understood as system bandwidth for ED. In theory, this may depend on several blocks such as ED and RF/IF domain component blocks such as RF/IF filter, LNA, etc. Depending on receiver type, we could have two method to identify ED bandwidth.
· For RFED/IF receiver, ED bandwidth could be defined as the bandwidth within which interference and noise is considered to the input of ED.
· For ZIF receiver, baseband signal is directly processed inside BB logics with potential BB LPF filtering. Assuming BB LPF 3dB BW is equal to transmission bandwidth, the ED bandwidth could be considered same as that of transmission bandwidth.

Proposal 20: Envelope detector (ED) bandwidth is determined as follows.
· For RFED/IF receiver: bandwidth within which interference and noise is considered to the input of ED
· For ZIF receiver: same as signal transmission bandwidth

Antenna Selectivity Model
The complexity of A-IoT device is expected to be quite limited due to its constraint in cost/power. The BAW/SAW filters typically being used for regular NR devices may not be suitable due to its cost or form factor. The low cost and low power requirements make the device less capable in rejecting interference. For the same reason, RFID tag does not have RF filter for rejecting interference. 

The selectivity for A-IoT device can be provided by proper design of antenna and matching network. Matching network could be designed to provide impedance matching between antenna and load for efficient power transfer and desired selectivity for frequency of interest.

Figure 4 shows the antenna frequency response for different Q factors; higher Q values provides higher efficiency in energy transfer in narrow frequency range, lower Q values allows antenna to be well matched in larger bandwidth but reduced efficiency in peak. The choice of Q factor is important since it could affect both efficiency and usable bandwidth. It would be good to evaluate various Q values such as Q=10, 35, 100, … and identify recommended values for A-IoT devices for licensed FDD band.

Observation 5: The choice of Q factor in matching network determines the selectivity and bandwidth of A-IoT device.

Proposal 21: RAN1 and RAN4 to study the impact of Q factor in A-IoT link performance and energy harvesting; reasonable value of Q, pro/con of using high/low Q factor considering frequency in band(s) across operators.
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[bookmark: _Ref158710999]Figure 4 Antenna frequency amplitude response

Envelop Detector Model
In all device types, envelop detector could be assumed as receiver detection method. Envelop detector gets input signal and generates the envelop of the input signal as its output, which is used for information decoding. A simple envelop detector is composed of rectifier and RC circuit composed of diode, capacitor, and resistor.
[image: A black background with a black square
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Figure 5 Simple envelop detector circuit

Typically, the envelop detector is modeled as square operation followed by low pass filtering, as shown in Figure 6.
[image: ]
[bookmark: _Ref162963679]Figure 6 Simple envelop detector model

Proposal 22: For link level evaluation, RAN1 adopt following envelop detection ED model with squaring operation of input signal followed by low pass filtering as below.

[image: A black background with a black rectangle and two squares
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Comparator Model
For a low-cost A-IoT device, RF envelop detection receiver would be a good candidate, where a low complexity/low power comparator is used to detect On/Off signals. Comparator, shown in Figure 7, is a device that compares two input voltage values (V1 and V2) and generates binary outputs (0 or 1);

Vout =1 if V1 > V2,
Vout =0 if V1 < V2.
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[bookmark: _Ref158713516]Figure 7 Comparator (based on OP amp)

In modeling this comparator, there could be at least following two methods.

Ideal model 
In ideal model, input signals generate output signals according to Table 3 and example signals are shown in Figure 8.

Note that there could be a fundamental limitation of using ideal model. The ideal model provides evaluation output in terms of BER or BLER curves of which x axis is typically SNR. However, in A-IoT context, this does not provide complete information. This is because, in A-IoT context, with activation threshold or sensitivity typically much poor than regular NR, the operating SNR is very high compared to typical SNR values. For example, device sensitivity of -30dBm will correspond to 60-70dB of SNR for noise floor of -90dBm or -100dBm. This means that having larger SNR than required R2D SNR of e.g., 5 ~ 10dB (from ideal model) does not necessarily mean that decoding will be successful. That is, device can have lower rx power than sensitivity yet still have higher SNR than required SNR.

To evaluate comparator behavior, some randomized output from comparator is needed, especially when Rx power is approaching decoding threshold. One candidate solution is to add extra gaussian noise with certain noise power or noise figure. Comparator noise can be added to signal before comparator as Figure 9, which models random output of comparator.
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[bookmark: _Ref158714466][bookmark: _Ref158714462]Figure 8 Ideal comparator input signal and output

[bookmark: _Ref158713782]Table 3 Ideal comparator’s input and output relation
	Model
	Condition
	Output

	Idealized
	 
	High level

	
	 
	Low level



[image: A diagram of a comparator
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[bookmark: _Ref158713761]Figure 9 Ideal comparator with comparator noise injection

Practical model
In practical model, compactor bias and ambiguity of comparator input voltage is very important parameter determining output of comparator [22]. Comparator bias is modeled as voltage offset. This will be added up to reference voltage (say V2) and makes the outcome of comparison be biased as shown upper figure in Figure 10. The ambiguity of comparison occurs when the absolute value of input voltage is too small. When voltage input level is less than ~1mV, comparator cannot make reliable decision; output behaves more randomly depending on the input signal difference. Lower figure in Figure 10 illustrates this case.
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[bookmark: _Ref158714878]Figure 10 Practical comparator input and out relation with voltage offset and ambiguity for weak signal.

Table 4 shows the input output relation of practical comparator. The Figure 11 illustrate the probability of output=high as a function of voltage difference (delta) and voltage offset.
[bookmark: _Ref158715229]Table 4 Practical comparator’s input output relation [22]
	Model
	Output

	Practical
	#

	
	

	: probability of high level output
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[bookmark: _Ref158715305]Figure 11 Statistical model for output of practical comparator [22]

Proposal 23: RAN1 to adopt the practical comparator model captured in Table 4  for link evaluation.

Observation 6: Devices in practice could have rx power lower than sensitivity yet has higher SNR than required SNR.
Observation 7: SNR vs BER/BLER curves could be valid with some SNR shifts only for devices with rx power higher than sensitivity.

Clock Assumptions
In this section, we provide a list of clocks for A-IoT devices for evaluation in Table 5. 

Note: this section includes the same discussion on Clock/LO in Section 8 of our companion paper on device architecture[3].

· The first clock (Clock 1) is for sampling and Light Sleep. When device is monitoring sync signal in search window, it could use its envelop detector followed by sampling block. The samples could be processed by comparator or ADC. During Light Sleep with memory maintained, device may also need a clock to determine next wake up timing. For these purpose, the clock speed could be just large enough to meet sampling rate. One or a few percent of accuracy could be reasonable for these purpose.
· The second clock (Clock 2) is for frequency shifting for backscattering. RFID tag and device 1 and 2a support this frequency shift. The required speed and frequency error tolerance may depend on amount of frequency shift in Hz and guard band, channel allocation, etc. For RFID case, tag can support 250kHz of frequency shift with tolerance of 5% ~ 22% with 1uW total power budget. We could also assume similar requirement and even better requirement to support features like larger frequency shift and D2R FDM, if feasible. For this purpose, different clocks, could be considered for different device types depending on required features.
· The third clock (Clock 3) is for carrier frequency generation. If device 2b use mixer for receiver or for transmission signal generation, accurate carrier frequency should be generated. This could be reference clock used as input to PLL to generate actual carrier frequency. This clock could be potentially calibrated based on e.g., frequency sync signal to reduce error.

Clock calibration
In RAN1#116bis, we made following agreements regarding preamble and clock sync.
	Agreement
For the R2D timing acquisition signal immediately preceding the transmission of a physical channel, study a preamble with at least two parts which includes a start-indicator part and a clock-acquisition part, where the start-indicator part immediately precedes the clock-acquisition part:
· Start-indicator part provides the start of the R2D transmission
· FFS: Details of start-indicator part
· Clock-acquisition part provides at least the chip synchronization of the subsequent physical channel transmission
· FFS: Details of clock-acquisition part, e.g. structure, encoding, length, etc. 
· FFS: Methods to determine chip duration of the subsequent physical channel transmission 
· FFS: Other functionalities
· Note: the preamble is considered not to be part of a physical channel
· FFS: other part(s) of the preamble, if any 
· FFS: whether the above clock acquisition is sufficient for all devices
· FFS: how to make the preamble compact




The clock can be calibrated based on the detection of preamble/time/frequency sync signal. Clocking information embedded in data symbol by linecoding could be also used for adjusting clock accuracy. Specifically, the second part of the preamble which is for clock sync could be time or frequency sync signal used for calibrating clocks. For time sync, the clock sync signal could be useful for all device types 1, 2a and 2b assuming that R2D link is mostly shared across all device types. 

Observation 8: Time sync signal could be used for clock calibration for all device types. 

For device 2a/2b, which may need to support large frequency shift or actively generate carrier frequency, frequency sync signal may be needed. Given that clock sync is designed mostly for helping low accuracy sampling clock calibration. The clocks for large frequency shift and carrier frequency generation requires faster clocks (e.g., tens of MHz) and higher accuracy, thus, additional sync signal for frequency synchronization is needed.

Observation 9: To support large frequency shift (device 2a) and active carrier frequency generation (device 2b), additional frequency synchronization signal is needed for clock calibration.

Proposal 24: For evaluation purpose, it is assumed that device 1/2a/2b can support at least following three clocks in Table 5 for sampling/sleep, frequency shifting, carrier frequency generation within their power consumption budget.

[bookmark: _Ref158905587][bookmark: _Ref158905585]Table 5 List of clocks to be considered for evaluation of A-IoT devices
	Clock #
	Description
	Applicable
device types
	Clock
speed
	Power 
consumption
	Initial clock
Accuracy (i.e., before calibration)
	Accuracy after 
clock calibration

	Clock 1
	Sampling for sync signal or preamble detection.

Light sleep w/ memory retention
	Device 1, 2a, 2b
	[10s] kHz to [1]MHz
	<< 1uW
	[1, 10]% error
	After clock calibration based on sync signal/preamble or symbol clocking information from line coding, accuracy of <1% is achieved.

	Clock 2
	Frequency shift for backscattering
	Device 1, 2a
	A few [1] MHz
	<1uW
<10s uW
	[1~5]% error before calibration.
	Accuracy of <1% is achieved.

	Clock 3

	Reference clock for generating carrier frequency for active device.
	Device 2b
	A few [1] MHz
	10s ~ 100 uW
	[1~5]% before calibration

	After clock calibration based on sync signal, clock can achieve accuracy of [50]ppm.




Power Model
The power consumption is one of essential design aspect for ambient IoT devices. In SID [1], rough power budgets were already determined for device 1 and device 2. For both cases, device uses stored energy in energy storage (capacitor), and operate for only limited time duration unless its harvested power is larger than power being consumed by rx, tx, etc. 

For device 1, harvested power could be larger than total power consumption (of 1uW) when rx power is roughly larger than -20dBm (assuming PEC=10%). However, for device 2a/2b, this is very less likely due to higher power consumption (a few 100uW). For a given energy storage size (C) and power consumption (P(t)), it is not clear how long the device can sustain its operation. For example, during an inventory procedure, reader could send multiple rounds of queries to multiple devices to allow selective/time-distributed access to reduce potential collisions. 

Power model allows to model average device power consumption during the inventory process and to evaluate its performance while capturing the nature of limited energy of A-IoT devices in the evaluation. It also allows to calculate potential required size of capacitor to sustain during one inventory process. Using that information, one can check whether the cost of such capacitor meets device cost requirement. On the other hand, one can also design inventory procedure such that it could be robust to such nature of A-IoT device. That is, the model allows the feasibility study of ambient IoT system in terms of device energy storage, energy storage cost, system design (inventory process), etc.

Observation 10: Power model allows the feasibility study of ambient IoT system in terms of device energy storage, energy storage cost, system design (inventory process), etc.

Figure 12 illustrates example timeline of state transition for A-IoT device. Using power model provided in Table 6, one can compute average power consumption and harvested power to evaluate A-IoT device performance for a given energy storage, inventory procedure, etc.

Proposal 25: Adopt power model captured in Table 6.
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[bookmark: _Ref158722528]Figure 12 Example state transition of A-IoT device

[bookmark: _Ref158722565]Table 6 Power model for A-IoT device
	[bookmark: _Hlk158716559]Device State
	Description
	Power consumption
	Note

	WUR power detection
	Incident rx power level is detected
	[0.01]
	

	WUR sequence detection
	T-Sync detection 
	[1, 2]
	Additional power needed to run sequence correlator

	Rx (demod)
	Device 1
	[1]
	FL control/data reception and processing

	
	Device 2
	[10, 50, 100, 150,  200, 400]
	

	Tx
	Device 1
	[1]
	BL reflection for device 1/2a or active signal transmission for device 2b. Device 2a could also use reflection amplification.

	
	Device 2
	[100, 200, 300, 400, 500]
	

	Light Sleep
	Working clock is running.
Memory in retention mode.
	[0.1, 0.2, 0.5]
	Sleep between e.g., query and query in inventory process

	Off (for cold start)
	Device is completely off.
No memory retention.
No clock running.
No Rx/Tx.
Energy is being harvested.
	0
	

	Deep Sleep (for warm start)
	No memory retention.
No Rx/Tx.
	[0.003, 0.005, 0.01]
	Half of energy storage is full. Harvesting for warm start.

	Charging
	Energy can be harvested.
	[Y1, Y2, Y3, … ]
	Whether to support simultaneous EH and other function (WUS/Rx/Tx/etc) depends on device architecture, RFFE assumptions.
Y values are negative numbers and depend on energy harvesting efficiency and incident power level

	Note: Power consumptions numbers are just for evaluation purpose.




Initial R2D Link Evaluation Results
In this section, we provide initial basic evaluation results showing the impact of ASCI, Guard RB size, ACI, and practical comparator modeling. OOK is assumed in FL.

Impact of ASCI
Figure 13 shows the cases with different ASCI RBs. In this section, we show the impact of ASCI (varying number of ASCI(NR-OFDM) RBs from 7 to 27. Figure 14 shows the impact ASCI in BER. System bandwidth is 51RBs, A-IoT transmission BW is 8RB.
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[bookmark: _Ref162961880]Figure 13 Different ASCI (NR-OFDM signal)
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[bookmark: _Ref159092206]Figure 14 Impact of ASCI, # of guard RB = 1, perfect clock

Observation 11: ASCI has significant influence on OOK reception.

Impact of Guard RB Size
It is shown in Figure 15 that increasing the number of guard RB size could improve the performance when ASCI exist. Large guard RB is required for A-IoT device to work.
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[bookmark: _Ref159092574]Figure 15 Impact of different guard RB size with ASCI on

Observation 12: Larger numbers of guard RBs give better performance.
Observation 13: Error floor is caused by ASCI.

Impact of Adjacent Channel Interference (ACI)
Figure 16 shows the impact of ACI with different power level from -10dB to 30dB. It is assumed that device has no RF filter and selectivity is provided only through antenna (Q=35).
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[bookmark: _Ref159092666]Figure 16 Impact of ACI with different power levels with Q=35

Observation 14: Even small power boost ACI has huge impact on link performance.

Figure 17 shows the results with higher Q factor of 100. Providing higher selectivity could help receive performance. However, still performance is severely affected by strong ACI (see cases of 10/20/30dB).
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[bookmark: _Ref159092739]Figure 17 Impact of ACI with different power levels with Q=100

Observation 15: Increasing Q factor can improve link performance. But, link performance is still severely impacted by strong ACI.

Comparison of Idealized Comparator and Practical Comparator
Figure 18 shows the impact of comparator modeling. Ideal model could provide too much optimistic results than practical comparator model.
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[bookmark: _Ref159092956]Figure 18 Comparison of idealized comparator and practical comparator

Observation 16: Ideal comparator model with extra noise (modeled by noise figure) couldn’t capture influence of Q value change. 
Observation 17: Practical model can capture change of signal voltage absolute value.

Impact of transmission BW
In this section, we provide evaluation results of different transmission BW of A-IoT signal. System BW assumed is 51RBs, out of which 7RBs are used for NR OFDM signal. Occupied BW is 44RBs. Antenna quality factor assumed is 100. The different transmission BW options evaluated include 2, 4, 6, 8, 10, 12RBs. The total energy used for A-IoT signal is kept the same across different transmission bandwidth. The smaller the transmission bandwidth is, the higher the tx power is boosted for A-IoT signal.
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Figure 19 

Figure 20 shows BER performance. Larger transmission bandwidth provides, in general, better BER performance (w/ fixed energy for A-IoT signal). This seems to be due to increased frequency diversity. The existence of NR OFDM signal (as interference to A-IoT) introduces error floor. Note that this assumes ideal clock sync. Additional investigation needs to be done, e.g., non-ideal clock sync, symbol detection method.
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[bookmark: _Ref162961338]Figure 20 The BER performance of different transmission bandwidth

Conclusion
Based on above discussions, we made following proposals and observations.

Proposal 1: RAN1 to update excel sheet with above modifications from [1E] to [3A].
[1E] Total Tx power
· For device 1/2a
· For R2D, As one of small value, 24dBm could be chosen.  From [23], we see that companies have reported 23/24dBm for local area BS tx power.
· For D2R, the CW rx power depends on the assumption on CW transmitter location. If CW is inside topology, then, CW transmitter could be co-located with BS or UE. If CW is outside topology, then, it depends on assumed CW transmitter location.
· CW inside network
· Use D2R-CWRxPower-Alt2 (Balanced MPL/distance)
· CW outside network
· Use D2R-CWRxPower-Alt1 (Companies to report)
· For device 2b
· D2R-dev2bTxPower-Alt2: -20 dBm (M)
· D2R-dev2bTxPower-Alt2: -10 dBm (O)
· Balanced MPL calculation
· Since D2R link computation assumes device tx power at sensitivity level. Thus, this could potentially make D2R link be bottleneck link (i.e., R2D distance  > D2R distance).
· In balanced MPL/distance calculation, half of sum MPL (L = (R2D MPL + D2R MPL)/2) is calculated first. Then, mid point rx power L between Reader EIRP and Reader D2R sensitivity is computed; R = Reader EIRP – L.
· K = max(R, dev sensitivity - device ant gain  + dev mod loss + cable loss)
· This allows shorter link to increase and longer link to decrease making them be balanced.
· In monostatic case, balanced MPL maximizes min(R2D MPL, D2R MPL).
· For bistatic case, it depends on CW transmitter location.
[1E1] CW Tx power
· D2R
· UL spectrum: 23 dBm (M) FFS: 26dBm (O)
· DL spectrum: 33 dBm (M), 38dBm (O)
[1F] Transmission Bandwidth used for the evaluated channel (Hz) 
· D2R
· 15*2kHz, 180*2kHz (for DSB)
· 15kHz, 180kHz (for SSB)
· Note: Other values can be optionally evaluated. This is only for evaluation purpose.
[1G] Tx Antenna gain
· D2R
· 0dBi (M), -3dBi (O)
[1H] Ambient IoT backscatter Loss
· D2R
· OOK: -6dB
· PSK: 0dB
[2B] Bandwidth used for the evaluated channel
· R2D
· Singal bandwidth is determined by transmission bandwidth [1F]
· Noise and interference power for RFED/IF receiver is ED bandwidth.
· Companies to report assumed ED bandwidth
· Noise and interference power for ZIF receiver is the same as transmission bandwidth [1F].
· D2R
· Singal bandwidth is determined by transmission bandwidth [1F]
· Noise and interference bandwidth is determined same as transmission bandwidth [1F].
· In this case, reader receiver is OFDM receiver which can perform FFT and remove noise in non-transmission bandwidth.
· Recommend to replace 2B with noise and interference bandwidth.
[2B1] FFS: RF CBW
· R2D
· This may not be needed as long as 2B is properly defined.
· D2R
· This may not be needed as long as 2B is properly defined.
[2H] FFS: Ambient IoT on-object antenna penalty
· For both R2D and D2R
· 0.9dB for cardboard 
· 10.4dB for aluminum slab
[2J] Budget-Alt1/Budget-Alt2
· R2D
· For device 1 and 2, RF-ED receiver, use Budget-Alt1.
· For device 2b, IF or ZIF receiver, use Budget-Alt2.
· D2R
· Budget-Alt2
[2J1] CW interference power (dBm)
· A new row is necessary where CW interference power is captured.
· Monostatic (D1T1-A2, D2T2-A2)
· Could be the same as CW tx power
· Bistatic (D1T1-A1, D1T1-B, D2T2-A1, D2T2-B)
· CW power is attenuated by pathloss between CW transmitter and reader receiver.
[2K] CW cancellation (dB)
· D2R
· Monostatic (D1T1-A2, D2T2-A2)
· Companies to report 
· Bistatic (D1T1-A1, D1T1-B, D2T2-A1, D2T2-B)
· Companies to report 
· It depends on IC capability assumed, which could be different across companies.
· CW interference cancellation
· There could be two contributors to CW interference w/ different nature; tx leakage and Rx IMD
· Tx leakage: This is the interference generated from Tx chain due to nonlinearity in Tx chain (spectral regrowth), and/or poor isolation between tx and rx. Increasing isolation reduces tx leakage to rx path. If, there is CW only in tx signal, then, it would be less affected due narrow footprint of CW. If there are CW multiplexed with other NR signal (in-band), then, tx leakage impact could be large due to non-linearity of tx chain.
· Rx IM3: This interference is generated due to non-linearity of rx path (e.g., mixer, LNA, etc). The CW and backscattered signal could generate intermodulation (IM3), interfering backscattered signal itself.
· The total CW-interference can count both tx leakage and Rx IM3.
· How to compute CW interference and CW cancellation is FFS companies to report.
[2L] Receiver sensitivity (dBm)
· R2D
· Device 2 RFED receiver: [-40, -35]dBm
· Device 2b with IF/ZIF receiver: [-60, -50]dBm
· D2R
· Calculated
[3A] Shadow fading margin
· For both R2D and D2R
· 4dB

Proposal 2: Definition of the latency for a single device inventory is defined as follows.
· The time interval between the time that the first inventory request for the device is sent from a reader (BS/intermediate UE) to the A-IoT device and the time that inventory report is successfully received by the same of different reader from the A-IoT device considering one or more round(s) of inventory requests, if any.

Proposal 3: Definition of the latency for a single device command is defined as follows.
· The time interval between the time that the first command for the device is sent from a reader (BS/intermediate UE) to the A-IoT device and the time that acknowledgement from the device is successfully received by the same of different reader considering one or more (s) of commands, if any.

Proposal 4: Update agreement as follows.
Agreement
The maximum distance targets are set separately for device 1, device 2a, device 2b, respectively
· RAN1 can decide the detailed target values within in the range of 10m to 50m after link budget study.
· Determine different target values depending on scenario, topology, spectrum, etc.

Proposal 5: Inventory completion time for multiple A-IoT devices is defined.
· For inventory use case, the ‘Inventory completion time for multiple A-IoT devices’ is defined as the time a reader successfully complete the inventory process for [Z]% of A-IoT devices for a given number of A-IoT devices within corresponding coverage by the reader
· FFS: Z = {99%(Mandatory), 90%(Optional)}
· FFS assumptions for the followings: Company to report
· Random access schemes
· R2D and D2R data rate
· Message size
· Device distribution, [near, middle, far] = [TBD%, TBD%, TBD%]
· Impact of RF energy harvesting and power consumption
· device number

Proposal 6: Adopt following KPIs for evaluation purpose.
· Latency for single device (sec)
· Inventory completion time (sec)
· Device power/energy consumption (uW/uJ)
· Energy storage size (uF)

Proposal 7: For evaluation, have lower priority for D2T2-A1 and D2T2-B.

Proposal 8: For evaluation purpose, update following table with the choices of R2D spectrum and D2R spectrum.
	Scenario
	CW Inside/outside topology
	Diagram of the scenario
	CW spectrum
	D2R spectrum
	R2D spectrum

	D1T1-A1
	CW inside topology
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	Case 1-1 (inside topology, DL)
Case 1-2 (inside topology, UL)
	Same as CW
	DL

	D1T1-A2
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	Same as D1T1-A1
	Same as CW
	DL

	D1T1-B
	CW outside topology
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	Case 1-4 (outside topology, UL)
	Same as CW
	DL

	D1T1-C
	No CW
	[image: A black background with a black square

Description automatically generated with medium confidence]
	N/A
	UL
	DL

	D2T2-A1

	CW inside topology
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	Case 2-2 (inside topology, UL)
	Same as CW
	UL

	D2T2-A2
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	Same as D2T2-A1
	Same as CW
	UL

	D2T2-B
	CW outside topology
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	Case 2-3 (outside topology, DL)
Case 2-4 (outside topology, UL)
	Same as CW
	UL
(DL has potentiel regulation issue.)

	D2T2-C
	No CW
	[image: A black background with a black square

Description automatically generated with medium confidence]
	N/A
	UL / DL

	UL

	Note: this table is for the case where D2R is in the same spectrum as CW2D.




Proposal 9: Reduce the hall size of D2T2 InF-DL case to 120x50m.

Observation 1: The goal of T2 is not to provide continuous coverage (as T1). The goal of T2 is to address consumer use case, e.g., using smartphone to read tags nearby.

Observation 2: For D2T2, UE dropping density does not need to be high considering consumer use case.

Observation 3: For D2T2, there is inherent spatial correlation occurring in device location and reader UE’s location due to the intention of users to read nearby tags using his/her smartphone.

Proposal 10: Update table with following modification
The following layout is used for evaluation purpose,
· FFS: CW distribution for D1T1-B and D2T2-B
	Parameter
	Assumptions for D1T1
	Assumptions for D2T2

	Scenario
	InF-DH
	InH-office
	InF-DL

	Hall size
	120x60 m
	120 x50 m
	300x150 m
120 x50 m

	Room height
	10 m
	3m
	10 m

	Sectorization
	None

	BS deployment / Intermediate UE dropping
	18 BSs on a square lattice with spacing D, located D/2 from the walls.
· L=120m x W=60m; D=20m
· BS height = 8 m 
[image: A black dots on a white background
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	· L=120m x W=50m; 
· Intermediate UE height = 1.5 m 

Intermediate UE dropping
· Uniform
· Density: [2] UEs in the entire hall
	· L=300m x W=150m; 
· Intermediate UE height = 1.5 m 

Intermediate UE dropping
· Uniform
· Density: [2] UEs in the entire hall

	Device distribution 
	Device Height= 1.5 m
AIoT devices drop uniformly distributed over the horizontal area
	Device Height= 1.5 m
AIoT devices drop uniformly distributed over the horizontal area
Device involved in evaluation: only devices who’s long term rx power is above its sensitivity are involved in the evaluations.
FFS: which devices are involved in the evaluations
	Device Height= 1.5m
AIoT devices drop uniformly distributed over the horizontal area
Device involved in evaluation: only devices who’s long term rx power is above its sensitivity are involved in the evaluations.
FFS: which devices are involved in the evaluations

	Device mobility (horizontal plane only)
	3 kph
	3 kph
	3 kph

	CW distribution
	Company to report including locations, density, height, etc, if any
	Company to report including locations, density, height, etc, if any
	Company to report including locations, density, height, etc, if any



Proposal 11: RAN1 introduces inventory traffic model as follows.
· Periodic inventory request from A-IoT server with periodicity of [15] min.
· Reader generation multiple inventory queries over multiple rounds to read A-IoT devices.
· The query generation timing depends on the random-access procedure.
· Reader generates multiple queries until inventory timer expires, or reader decides to stop inventory process early (due to no more reading).

Proposal 12: RAN1 consider RF energy harvesting in its inventory evaluation.

Proposal 13: RAN1 to use PCE curve (or table) to study the impact of charging during inventory process.

Proposal 14: RAN1 to capture sensitivity in the PCE curve or table for evaluation purpose.

Observation 4: If energy harvesting is not properly evaluated, then, system design could end up with a solution which neither meet design requirements nor address target use case.

Proposal 15: RAN1 to perform evaluation of inventory process considering following aspects in evaluation.
· Single Reader / [multiple Readers]
· Pathloss only channel model / [fading channel]
· Multiple A-IoT devices
· Energy harvesting model
· Power consumption model
· Inventory procedure (including random access scheme)

Proposal 16: Use 30ns for Mandatory and 150ns for optional.

Proposal 17: update table as follows.
	Message size
	· D2R:  
· [FFS: 16, 96, 400 bits]
· R2D: 
· [FFS: 16, 32, 64, 400bits]



Proposal 18: Update table as follows.
	R2D specific parameters

	Transmission bandwidth
	180 kHz as baseline

	ED bandwidth
	Companies to report

	RF/IF/BB filter 
	Companies to report – 3dB bandwidth , filter order



Proposal 19: Include both 15kHz and 180kHz.
	Transmission bandwidth
(w.r.t. D2R data rate)
	15kHz, 180kHz



Proposal 20: Envelope detector (ED) bandwidth is determined as follows.
· For RFED/IF receiver: bandwidth within which interference and noise is considered to the input of ED
· For ZIF receiver: same as signal transmission bandwidth

Observation 5: The choice of Q factor in matching network determines the selectivity and bandwidth of A-IoT device.

Proposal 21: RAN1 and RAN4 to study the impact of Q factor in A-IoT link performance and energy harvesting; reasonable value of Q, pro/con of using high/low Q factor considering frequency in band(s) across operators.

Proposal 22: For link level evaluation, RAN1 adopt following envelop detection ED model with squaring operation of input signal followed by low pass filtering as below.
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Proposal 23: RAN1 to adopt the practical comparator model captured in Table 4  for link evaluation.

Observation 6: Devices in practice could have rx power lower than sensitivity yet has higher SNR than required SNR.
Observation 7: SNR vs BER/BLER curves could be valid with some SNR shifts only for devices with rx power higher than sensitivity.

Observation 8: Time sync signal could be used for clock calibration for all device types. 

Observation 9: To support large frequency shift (device 2a) and active carrier frequency generation (device 2b), additional frequency synchronization signal is needed for clock calibration.

Proposal 24: For evaluation purpose, it is assumed that device 1/2a/2b can support at least following three clocks in Table 5 for sampling/sleep, frequency shifting, carrier frequency generation within their power consumption budget.

Table 7 List of clocks to be considered for evaluation of A-IoT devices
	Clock #
	Description
	Applicable
device types
	Clock
speed
	Power 
consumption
	Initial clock
Accuracy (i.e., before calibration)
	Accuracy after 
clock calibration

	Clock 1
	Sampling for sync signal or preamble detection.

Light sleep w/ memory retention
	Device 1, 2a, 2b
	[10s] kHz to [1]MHz
	<< 1uW
	[1, 10]% error
	After clock calibration based on sync signal/preamble or symbol clocking information from line coding, accuracy of <1% is achieved.

	Clock 2
	Frequency shift for backscattering
	Device 1, 2a
	A few [1] MHz
	<1uW
<10s uW
	[1~5]% error before calibration.
	Accuracy of <1% is achieved.

	Clock 3

	Reference clock for generating carrier frequency for active device.
	Device 2b
	A few [1] MHz
	10s ~ 100 uW
	[1~5]% before calibration

	After clock calibration based on sync signal, clock can achieve accuracy of [50]ppm.



Observation 10: Power model allows the feasibility study of ambient IoT system in terms of device energy storage, energy storage cost, system design (inventory process), etc.


Proposal 25: Adopt power model captured in Table 6. Table 8 Power model for A-IoT device
	Device State
	Description
	Power consumption
	Note

	WUR power detection
	Incident rx power level is detected
	[0.01]
	

	WUR sequence detection
	T-Sync detection 
	[1, 2]
	Additional power needed to run sequence correlator

	Rx (demod)
	Device 1
	[1]
	FL control/data reception and processing

	
	Device 2
	[10, 50, 100, 150,  200, 400]
	

	Tx
	Device 1
	[1]
	BL reflection for device 1/2a or active signal transmission for device 2b. Device 2a could also use reflection amplification.

	
	Device 2
	[100, 200, 300, 400, 500]
	

	Light Sleep
	Working clock is running.
Memory in retention mode.
	[0.1, 0.2, 0.5]
	Sleep between e.g., query and query in inventory process

	Off (for cold start)
	Device is completely off.
No memory retention.
No clock running.
No Rx/Tx.
Energy is being harvested.
	0
	

	Deep Sleep (for warm start)
	No memory retention.
No Rx/Tx.
	[0.003, 0.005, 0.01]
	Half of energy storage is full. Harvesting for warm start.

	Charging
	Energy can be harvested.
	[Y1, Y2, Y3, … ]
	Whether to support simultaneous EH and other function (WUS/Rx/Tx/etc) depends on device architecture, RFFE assumptions.
Y values are negative numbers and depend on energy harvesting efficiency and incident power level

	Note: Power consumptions numbers are just for evaluation purpose.



Observation 11: ASCI has significant influence on OOK reception.
Observation 12: Larger numbers of guard RBs give better performance.
Observation 13: Error floor is caused by ASCI.
Observation 14: Even small power boost ACI has huge impact on link performance.
Observation 15: Increasing Q factor can improve link performance. But, link performance is still severely impacted by strong ACI.
Observation 16: Ideal comparator model with extra noise (modeled by noise figure) couldn’t capture influence of Q value change. 
Observation 17: Practical model can capture change of signal voltage absolute value.
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Table 7.7.3-2. Scenario specific scaling factors - for information only

Proposed Scaling Factor DSdesiJed in [ns] 2 6 ir;quen(;\(s[GHzlsg 60 70
Short-delay profile 20 16 16 16 16 16 16
Indoor office Normal-delay profile 39 30 24 20 18 16 16
Long-delay profile 59 53 47 43 41 38 37
Short-delay profile 65 45 37 32 30 27 26
UMi Street-canyon Normal-delay profile 129 93 76 66 61 55 53
Long-delay profile 634 316 307 301 297 293 | 291
Short-delay profile 93 93 85 80 78 75 74
UMa Normal-delay profile 363 363 302 266 249 | 228 | 221
Long-delay profile 1148 | 1148 955 841 786 720 | 698
Short-delay profile 32 32 N/A N/A N/A N/A | N/A
RMa & RMa O2| Normal-delay profile 37 37 N/A N/A N/A N/A | N/A
Long-delay profile 153 153 N/A N/A N/A N/A | N/A
" Normal-delay profile 240
UinyUin ea Long-delay profile 616
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