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1. [bookmark: _Ref4683067] Introduction 
During the RAN Plenary RP#94 meeting, Artificial Intelligence (AI)/Machine Learning (ML)-based beam management has been identified as one of the three use cases for investigation and evaluation in a new Study Item (SI) to study on AI/ML. In RAN1 109e the SI on AI/ML for NR air interface has been initiated. The SI includes “Evaluation on AI/ML for beam management” under the agenda 9.3.2.1 and “Other aspects on AI/ML for beam management” under the agenda 9.3.2.2. In the study, two basic use-cases for AI/ML-based beam management has been evaluated, that is “AI/ML for Beam Management in Spatial Domain” and “AI/ML for Beam Management in Temporal Domain”, which are defined as:
•	Spatial-domain beam prediction for Set A of beams based on measurement results of Set B of beams.
•	Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams.
The study results are later noted in the technical report TR 38.843[1]. Consequently, a Rel-19 work item has been proposed for specification support for AI/ML-based beam management during the RAN Plenary RP#102. The scope of this Rel-19 work item for supporting AI/ML beam management can be identified as follows[2] :
	Provide specification support for the following aspects:
· …
· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2
· …


Also, during RAN1#116-bis meeting, the following agreements have been made:
	Agreement
For UE-side AI/ML model inference, for BM-Case2, support to report inference results of N(N>=1, FFS on N) future time instance(s) in one report 
· wherein information of inference results of one time instance is as in one report for BM-Case 1 
· Note: overhead reduction is not precluded 
· FFS on details

Agreement
For network-sided AI/ML model for BM-Case1 and BM-Case2, 
· support using existing CSI framework for configuration of Set A as the starting point
· support using existing CSI framework for configuration of Set B as the starting point
· Note: Purpose, such as above “For NW-sided model, for BM-Case1 and BM-Case2” and “Set A” and “Set B”, will not be specified in RAN 1 specifications

Agreement
For report content of inference results for UE-sided model for BM-Case 1, for the RSRP of predicted Top K beam(s) in the report of inference results, when applicable, further study the following options:
· Option A: Predicted RSRP
· Option B: Predicted RSRP, if the beam is not configured for corresponding measurement, and measured L1-RSRP if the beam is configured for corresponding measurement
· Where the predicted RSRP is based on AI/ML output
· Note: Support both Option A and Option B is not precluded.
Working Assumption
For report content of inference results for UE-sided model for BM-Case 2, the RSRP of predicted beam(s) in the report of inference results, is the predicted RSRP, where the predicted RSRP is based on AI/ML output

Agreement
For UE-sided model at least for BM Case-1, CSI-ReportConfig is used for the configuration of inference results reporting
· FFS on the details in the CSI-ReportConfig, at least considering:
· Alt 1: one CSI-ResourceConfigId is configured for Set B
· FFS: how UE can determine the information about set A
· Alt 2: one CSI-ResourceConfigId is configured for both Set A and Set B
· FFS: How to configure resource set(s) for Set A and Set B in CSI-ResourceConfig
· Alt 3: two CSI-ResourceConfigId s are configured for Set A and Set B separately
· Alt 4: one CSI-ResourceConfigId is configured for Set B, Set A is configured using separate resource set(s) other than that represented by CSI-ResourceConfigId 
· FFS: how to configure/indicate separate resource set(s) for Set A
· Note: separate CSI-ReportConfig for Set A and Set B are not precluded.
· Note: Not perform measurement for Set A and only perform measurement for Set B subject to the CSI-ReportConfig
· FFS on the association between Set A and Set B with or without additional IE
· Other necessary configuration are not precluded. 
Agreement
Further study, for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B:
· Opt1: Based on associated ID (Referring to AI 9.1.3.3)
· FFS on what can be assumed by UE with the same associated ID across training and inference
· FFS on how associated ID is introduced, e.g., within CSI framework, or outside of CSI framework
· Opt 2: Performance monitoring based
· FFS details  
· Other options are not precluded. 


In this contribution we discuss the potential specification support for facilitating AI/ML-based beam management.
2. Discussion 
2. Model inference
0. NW-side model
0. [bookmark: _Ref163224445]Report and Resource Configurations 
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[bookmark: _Ref163134900]Figure 1: The mechanism for NW side model inference.
Figure 1 shows the mechanism of NW side model inference based on our understanding. At first, NW configures Set B RS resources for UE to measure at multiple time instances. UE then collects and transits all the Set B measurement to NW, where NW performs model inference to the predict best beam(s) for one or multiple future time slots. For BM Case2, the time instances for Set B measurement constitute the observation window. On the other hand, if Set B < Set A, and these time instances are closed enough, this mechanism can be used for BM Case1 as well. Similarly, the future time slots constitute the prediction window for BM Case2. For BM Case1, there will only be one future time slot for prediction. For each future time slot, NW may perform beam indication and/or configure a P2 and P3 procedure depending on the model output design. For example, if model output is Top-K (K>1) best beams for each future time slot, before beam indication, NW may configure a P2 procedure for UE to report which beams among the Top-K best beams have the best L1-RSRP measurements. Based on the mechanism shown in Figure 1, below are the possible report and resource configurations based on the current CSI report and resource framework.
1. Periodic Set B resources
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(a)
	[image: ]
(b)

	[bookmark: _Ref163148585]Figure 2: Examples of report configurations with periodic Set B RS resources, with (a) periodic report, (b) aperiodic report.


Figure 2 presents two examples of report configuration when Set B RS resources are configured as periodic RS resources, which is shown in green arrows. These examples assume that the observation window includes three time instances of Set B transmission and the prediction window includes two time instances. Once the periodic Set B RS resources are configured, UE can keep measuring the L1-RSRP for Set B. To enable a periodic NW-side model inference for beam management, NW can configure a periodic report, as Figure 2(a) shows. In Figure 2(a), the orange dash lines show the time when each periodic report is reported, which can be configured by the periodicity and offset of the report configuration. NW can configure the offset of the report so that the measurement can be reported between the last Set B RS resources transmitted for measurement and the first time instance of prediction, i.e. T1, for the current model inference instance. Since Set B is periodic, UE can determine how many periods of Set B measurement are required for reporting from the periodicity and offset of the report, as well as the periodicity of Set B in the observation window and prediction time instances in the prediction window. Alternatively, NW can configure the value of how many periods of Set B measurement are required for reporting in the report configuration too. 
Besides a periodic report, NW can also configure aperiodic reports to facilitate NW-side model inference for beam management, as Figure 2(b) shows. In Figure 2(b), the aperiodic report is triggered whenever NW requires the Set B measurements for model inference. Once triggered, UE will report the Set B measurements of all the latest time instances that span an observation window to NW. Therefore, NW and UE need to align with each other how many time instances need to be reported as measurements for model input. The advantage of using aperiodic report compared to periodic report is that the former report configuration is more flexible, NW can trigger the report only when it is required. However, if the scenario requires NW to frequently perform model inference for beam management, periodic reporting may be a better option to save the triggering overhead. 
Note that periodic Set B can be easily shared with multiple UEs, even when each UE has its own prediction window and observation window for BM Case2. Therefore, periodic Set B is feasible when there are multiple UEs using the AI/ML beam management features. However, when performing NW side model inference based on periodic Set B, NW is still transmitting the periodic Set B even during the prediction window. Consequently, even though this approach can achieve RS overhead reduction for BM Case1, for the BM Case2 use case, it cannot leverage the temporal beam prediction benefit and save the RS overhead during the prediction window. 
To save the RS overhead during the prediction window, in the next section, we consider using aperiodic Set B resources.
2. Aperiodic Set B resources
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[bookmark: _Ref163161308]Figure 3: Examples of report configurations with aperiodic Set B RS resources.
In the example shown in Figure 3, NW only transmits Set B RS resources during the observation window. Set B RS resources at each time slot in the observation window are configured as aperiodic resources and altogether linked by an aperiodic report. NW can trigger the aperiodic report to obtain the measurement of Set B. Since there is no Set B being scheduled during the prediction window, UE may not need to know the duration of the prediction window and where are the future time slots for prediction. Under this approach, NW only transmits the aperiodic Set B resources and UE only measures these resources, hence, RS overhead can be saved during the prediction window. However, the time when these aperiodic Set B resources are transmitted is very likely to be designated for a specific UE. Especially when there are multiple UEs who have different observation and prediction window requests, the resulting RS overhead for all the UEs might be larger than using the periodic Set B RS resources.
Since both periodic and aperiodic of Set B and report configurations have their own advantages and disadvantages, we believe it is worth to study both approaches at this point. Therefore, based on the above discussion, we have the following proposals.
Proposal 1: For NW-side model inference, support reporting multiple time instances of Set B measurements within one report. Further study on whether/how to explicitly and/or implicitly include corresponding time information in the report. 
Proposal 2: For NW-side model inference, same design of report and resource configurations can be used for BM Case1 and BM Case2
Proposal 3: For NW-side model inference, study both periodic and aperiodic report and Set B resource configurations.
0. Report Quantization 
During the Rel-18 SI phase of AI/ML-based beam management, we have the following agreement for NW-side model,
	Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered



In our evaluation results (i.e., Section 2.4.1.5.2 in [3]), we have shown that for Set B size = 8 or 16, the reporting precision of the spec and the resulting model performance might not be optimal, there may be possibilities to use even lower precision of L1-RSRP values or quantizing with lower bits on normalized L1-RSRP values. The measured L1-RSRP can be normalized by either the maximum absolute dB value of the current or a batch of measurement instances, or by a mean and standard deviation (i.e., normalized L1-RSRP = (actual L1-RSRP-mean)/deviation), which is derived from the training dataset. Note that in the pipeline of AI/ML model inference, there is always a normalization step on the model input. Moreover, for model training, it is well known that normalizing the input data to zero-mean and constant standard deviation is beneficial to the training accuracy and convergence. Therefore, we believe it is reasonable for UE to directly report the normalized L1-RSRP values instead of reporting the actual L1-RSRP values while these values still need to be normalized at the NW side before feeding into the model input. 
Note that these normalized L1-RSRPs are Set B measurements, in the current framework, NW do not have the L1-RSRP report for the Set B of beams neither. Therefore, we believe reporting normalized L1-RSRP values will have very limited impact on other NW’s operations other than model inference. However, if NW still wants to obtain the actual L1-RSRP values for Set B measurements, we can consider NW signalling the reference values for normalization to UE, the reference values can be either a dB value or a pair of mean and standard deviation of the dataset that is used for model training. One advantage of NW signalling the reference values is that these reference values can be specific to the dataset characteristics that is used to train the AI/ML model. Reporting the normalization values based on these reference values can prevent UE from reporting L1-RSRP values that is outside of the L1-RSRP range that the AI/ML model has seen during the training phase. Therefore, we can narrow down the applicable L1-RSRP range for reporting and reduce the number of bits required for quantizing while keeping the same quantization step.
On the other hand, we have observed that if a model is trained with one quantization samples while its inference is conducted with another quantization samples, it will perform worse than training with samples from the same quantization method that is being used for inference. Therefore, the UE and the network should align the quantization method that is being used for both model training and inference. 
Proposal 4: At least for NW sided model, consider the following quantization options of a reported L1-RSRP value, 
· Option1: Differential L1-RSRP reporting 
· Whether to use legacy/new quantization step and range
· Option2: Absolute L1-RSRP reporting (for all beams in a set)
· Whether to use legacy/new quantization step and range
· Option3: Normalized L1-RSRP measurement reporting
· Whether/how to align the reference values for normalization between NW and UE

0. Report content
In this WI, the following agreements have been made so far for measurement reporting for NW-side model inference.
	Agreement
For NW-sided model, for inference, in a beam report initiated by network, based on one measurement resource set, support the report of more than 4 beam related information in L1 signaling
1. [bookmark: _Hlk164171927]Note: Purpose, such as above “For NW-sided model, for inference”, will not be specified in RAN 1 specifications
1. FFS on the report content for beam related information 
1. FFS on max number of reported beam related information in one report 


In this agreement, one aspect that needs to be further specified is the beam related information of the measured beams to be reported. In addition to the legacy beam reporting format, note that it is not mandatory for UE to report resource indicator of the Set B of beams along with the measurements if all the L1-RSRPs in Set B are reported. Assuming for model inference, NW-only configures Set B of beams in the resource set of the current reporting instance, NW and UE can align on how to arrange the Set B L1-RSRP in the report according to the resource configuration. Then, there is no need to include the indicator of beams in the beam report. For example, UE can arrange the L1-RSRP of Set B in the report based on the sorted index of the corresponding RS resource ID in the resource configuration. 
Proposal 5: For NW sided model, for inference, consider following options for “beam related information” in a beam report,
1. Opt 1: L1-RSRPs and CRI/SSBRIs of Top M beam of the configured resource set
0. FFS on how to determine M
1. Opt 2: all L1-RSRPs of the configured resource set, without CRI/SSBRI or with only the best CRI/SSBRI (for differential L1-RSRP reporting)
Secondly, to facilitate UE to report the measurement results of more than 4 beams in one reporting instance, for example, when Set B size is larger than 4 or when UE is reporting for BM Case2’s model input. One possibility is to extend the current CSI beam report format to include more beams. However, it requires change in the specification and the resulting beam report size may be very large. An alternative is to extend the sub-report framework introduced by the Rel-18 Network Energy Saving (NES) feature [5]. In this framework, a CSI report can contain a list of sub-configurations, where each sub-configuration corresponds to a list of one or more CSI-RS resources. In practice, NW can separate RS resources of Set B into multiple resource sets, each subset contains at most 4 beams and each subset is linked to one sub-configuration in an CSI report configuration. When NW needs to collect L1-RSRP report for all the beams in Set B, NW triggers all the corresponding sub-configurations related to Set B in the CSI report. 
However, the limitation of the maximum number of beams that is allowed in one report needs to be carefully considered.
Proposal 6: For NW-side model inference, consider re-using the Rel-18 report sub-configuration framework for UE to report the measurement results of more than 4 beams in one report

Proposal 7: For NW-side model inference, for >4 beam L1 reporting, further consider specification on the limitation of the reported beams in one report

0. [bookmark: _Ref142599413]UE-side model
1. Report and Resource Configuration 
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[bookmark: _Ref163136452]Figure 4: The mechanism for UE side model inference.
Figure 4 shows the mechanism of UE side model inference based on our understanding. At first, NW configures Set B RS resources for UE to measure at one or multiple time instances. UE then uses the Set B measurement as model input to predict best beam(s) for one or multiple future time slots. After prediction, UE will report the predicted information of the best beam(s) among Set A to the NW. For each future time slot, NW may perform beam indication and/or configure a P2 and P3 procedure depending on the model output design. Similar to the NW side model inference shown in Figure 1, this mechanism can be applied to both BM Case1 and BM Case 2 for UE side model. Based on the mechanism shown in Figure 4, below are the possible report and resource configurations based on the current CSI report and resource framework.
1. Periodic Set B resources
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	[bookmark: _Ref163223236]Figure 5: Examples of report configurations with periodic Set B RS resources for UE side model, with (a) periodic report and (b) aperiodic report.


Figure 5 presents two examples of report configuration when Set B RS resources are configured as periodic RS resources, which is shown in green arrows. These examples assume BM Case2 and the observation window includes three time instances of Set B transmission and the prediction window includes two time instances. UE keeps measuring the L1-RSRP for periodic Set B RS resources. To enable a periodic UE-side model inference for beam management, NW can configure a periodic report, as Figure 5(a) shows. After the last Set B RS resources are transmitted for the current observation window, UE can perform model inference and transmit the best beam prediction of all the future prediction time slots in the scheduled beam report. Since both the report and Set B are periodic, UE can determine how many periods of Set B measurement and prediction are required for model inference from the periodicity and offset of the report, Set B, and prediction time instances. Alternatively, NW can configure the value of how many periods of Set B measurement and prediction time instances are required for reporting in the report configuration too. 
Besides a periodic report, NW can also configure aperiodic reports to facilitate UE-side model inference for beam management, as Figure 5(b) shows. In Figure 5(b), the aperiodic report is triggered whenever NW requires the best beam prediction from UE. Once triggered, UE will perform model inference and report the prediction to NW. Therefore, NW and UE need to align with each other how many time instances need to be reported for beam prediction. The benefit analysis of these configurations is the same as the discussion in Section 2.1.1.1.
Similar to NW-side model, in the next sub-section, we consider another example using aperiodic Set B resources.
1. Aperiodic Set B resources
[image: ]
[bookmark: _Ref163227445]Figure 6: Examples of report configurations with aperiodic Set B RS resources.
In the example shown in Figure 6, NW only transmits Set B RS resources during the observation window, where the Set B RS resources are configured as a combination of multiple aperiodic resources and altogether linked by an aperiodic report. NW can trigger the aperiodic report to obtain the prediction results from UE. For prediction, NW and UE need to align the duration of the prediction window and where are future time slots for prediction.
Similar to the NW-side model, we have the following proposals.
Proposal 8: For UE-side model inference, study both periodic and aperiodic report and Set B resource configurations.
Proposal 9: For UE-side model inference, same design of report and resource configurations can be used for BM Case1 and BM Case2 
1. beamReportTiming 
In the current spec, there is a timing parameter related to UE capabilities associated with beam-based operation, that is beamReportTiming, which may be impacted by the new behavior of AI/ML-based beam management. According to TS 38.306 [7], the definition of beamReportTiming is defined as the following,
	beamReportTiming, beamReportTiming-v1710
Indicates the number of OFDM symbols between the last symbol of SSB/CSI-RS and the first symbol of the transmission channel containing beam report. The UE provides the capability for the band number for which the report is provided (where the measurement is performed). The UE includes this field for each supported sub-carrier spacing.


Also, the corresponding available values are defined in TS38.331[4] as follows,
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The maximum available values of beamReportTiming in terms of microseconds for each subcarrier spacing are approximately 533.4, 933.2, 466.8, 466.5 us (micro seconds) for SCS-15,30,60,120 kHz, respectively. However, For UE-sided AI/ML-based beam management, the inference delay will be included in the definition of beamReportTiming according to the current definition. It is hard to guarantee that the inference delay can be less than 0.5 ms, especially considering large AI/ML models. Note that although the AI/ML’s model inference delay might be larger than the maximum available values of beamReportTiming, its time saving due to RS overhead reduction can still reduce the overall beam management duration (e.g., P1, P2, P3 duration). Therefore, we think it is valuable to consider how to adapt current beamReportTiming framework to include the AI/ML’s model inference delay. 
Proposal 10:  For UE-sided model, consider how to adapt current beamReportTiming framework/definition to include the AI/ML’s model inference delay.

1. Adaptive model inference reporting 
During the Rel-18 SI phase of AI/ML-based beam management, we have the following agreement for the reporting of inference output of the UE-side model.
	Agreement
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, feasibility and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: Definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
· Beam indication from network for UE reception
· Note: The second bullet may or may not have additional specification impact (e.g., legacy mechanism may be reused).




Regarding UE reporting the beam(s) that is based on the output of AI/ML model inference, evaluation results from most of the companies have shown that the beam prediction accuracy will increase when the value K of the Top-K predicted beams increases. It is reasonable that when UE reporting more beams based on its AI/ML model inference output, more chances on that the genie-aided best beam is among the reported beams. However, it also means the corresponding UCI payload overhead and the following RS overhead for a P2 procedure (to find the best beam) will increase. 

On the other hand, if a UE is very confident on its AI/ML model inference output, it is beneficial to UE to report fewer number of beams as its AI/ML model inference output to save the UCI payload overhead and RS overhead in P2 procedure. For example, if the AI/ML model output is the predicted L1-RSRP values and UE is going to report the beams that have higher predicted L1-RSRP values than other beams, UE can estimate the correctness of its inference result by comparing the prediction error between the predicted L1-RSRP values and the measured L1-RSRP values of certain beams. If the prediction error is very low, UE can determine to report fewer number of beams as its AI/ML model inference output since it has higher confidence on its output. In the current spec, the number of beams for UE to report is configured by the NW with the nrofReportedRS parameter, UE is required to report nrofReportedRS number of beams in the corresponding beam report. There will be spec impact if UE can determine lesser number of beams than the configured nrofReportedRS in one beam report. Therefore, we propose the following:

Proposal 11: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study how to facilitate UE to report various number of Top-K beams in one beam report (K ≤ nrofReportedRS) as AI/ML model output. 

0. Beam indication
For beam indication after model inference, currently there is one agreement made in RAN1#116:
	Agreement
1. For NW-sided model and for UE-sided model, beam indication is based on unified TCI state framework
1. FFS on whether/how potential enhancement is needed



During the offline discussions of RAN1#116 and RAN1#116bis, there are some discussions on the possible enhancements on unified TCI state framework for beam indication for AI/ML-based beam management. One of the proposals is the following:
· For BM-Case2 (both UE-sided and NW-sided model), extend the Rel-17 TCI state activation/indication signalling methods to activate/indicate N TCI states which are corresponding to N future time instances
· FFS: maximum number for N 
· FFS: Time periods that each indicated TCI state is applicable.
[image: ]In our view, this proposal may potentially limit the capability of NW for choosing a different Tx beam based on newly reported beam information from other UEs during the future N time instances. The newly reported beam information by other UEs at the future N time instances may make NW changing its mind and indicates a new beam (TCI state) other than using the pre-indicated predicted beams. Below is a simple example with a hypothesis on NW will tend to pick the beam which can serve more UEs simultaneously. As shown in Figure 7, consider the following case where an AI/ML UE1 is static and operates a BM Case2 model and another UE2 is moving and operates a BM Case1 model. If NW indicates future N TCI states at time 0 to UE1 based on UE1’s prediction, NW will indicate beam 1 for all the future N time instances. However, since UE2 is moving, at time T (one of the future time instances), UE2 will report that beam 1 is no longer within its Top-K beam while beam 2 is. At this time, the beam that can simultaneously serve both UE1 and UE2 becomes beam2. In this case, NW still needs one DCI to activate beam2 at time T, then the additional DCI overhead for activating N future TCI states for UE 1 at time 0 is wasted.
[bookmark: _Ref166189050]Figure 7: An example of NW changes the serving beam based on the new reported conditions from the legacy UE.
Therefore, the overall benefit needs to be further justified for this enhancement. Furthermore, this may require RAN4 involvement for the new time limitation for known/unknown TCI states. The corresponding standardization effort is huge while the potential benefit so far is not clear.

Proposal 12: For AI/ML-based BM, at this stage, there is no further enhancement needed for beam indication based on unified TCI state framework.
2.1. Training Data collection 
2.1.1. [bookmark: _Ref157780917]RS and report configuration for Set A and Set B
To obtain a training data sample for AI/ML beam management, NW needs to configure RS resources for all the beams in Set A and Set B for UE measurement. If Set B is a subset of Set A, NW just needs to configure the RS resources of Set A for UE to measure. This measurement configuration behavior is the same as the current specification. However, if Set B is different from Set A (e.g., Set B is SSB beam and Set A is CSI-RS beam), they will belong to different types of resource sets (i.e., csi-SSB-ResourceSet and nzp-CSI-RS-ResourceSet)[4]. In the current spec, it may be possible to link two different types of resource sets to one report configuration, but the reportQuantity can either be ‘cri-RSRP’ or ‘ssb-Index-RSRP’, making UE measuring and reporting for SSB and CSI-RS resources simultaneously impossible. 

As Figure 8(a) shows, one possible method is to define UE procedures when receiving a report configuration with multiple types of resource sets. For example, the configured csi-SSB-ResourceSet is meant for model input data collection and the configured nzp-CSI-RS-ResourceSet is meant for model output label data collection. On the other hand, in Figure 8(b), another possible way to approach is to ask NW to configure two reports, one for model input SSB beam measurement and the other for model output CSI-RS beam measurement. However, if it is data collection at UE side, this method requires a procedure at the UE side to identify and combine these two measurement reports into one data sample. 

Proposal 13:  For data collection, for report and resource configurations, consider the following options:
· Option1: Set A and Set B resources are configured in one report configuration, 
· Option2: Set A and Set B resources are configured in multiple report configurations
· how UE identify the corresponding report configurations for the current data collection instance.
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[bookmark: _Ref127455025]Figure 8: Possible report configuration methods when Set B is different from Set A (a) One report setting linked to two different types of resource set and (b) Two report settings for each type of resource set.



2.1.2. Contents of the reported training data
During the Rel-18 SI phase of AI/ML-based beam management, we have the following agreement for the content of data collection for AI/ML model at NW side:
	Agreement
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data, 
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· FFS: the range of M1
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· FFS: the range of M2
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
· FFS: the range of M3
· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)
· Note: Overhead, UE complexity and power consumption should be considered for the above options



For training data collection, both the measurement of Set B and label collected from Set A measurements need to be reported. If the model output is the probability that each beam is the best beam in Set A, one possible option of the training data label can be UE reporting the CRI/SSBRI of the best beam(s) within Set A. If the model output is the predicted L1-RSRP of each beam in Set A, the training data label will be the L1-RSRP measurement of all the beams in Set A. However, it is possible that some of the beams in Set A has very weak signaling strength that it is not meaningful in reporting such values for training purpose. In this case, the label will be the L1-RSRP measurement of part of the beams in Set A, with CRI/SSBRIs to indicates the corresponding beam indices. 

Proposal 14:  For the content of the reported training data, besides the measurement of Set B for model input data, consider the following options for model output data:
· Opt 1: CRI/SSBRI of Top-M resources in Set A (No L1-RSRP)
· Opt 2: L1-RSRPs and CRI/SSBRI of Top-M resources in Set A
· FFS on how to determinate M, e.g, configured/predefined value/according to a threshold
· Opt 3: all L1-RSRPs of a full/subset of Set A (without CRI/SSBRI or with best CRI/SSBRI for differential L1-RSRP reporting)

1. Channel for reporting training data
Compare to Set B measurement reporting for NW-side model inference, UE reporting for training data does not require any low latency. Consider the reporting content options listed in the previous sub-section, some of the options may have limited impact on L1 reporting overhead. For example, Opt1, where only the Top-M CRI/SSBRI of Set A is reported. These CRI/SSBRI can be included in the CRI/SSBRI field of Set B measurement report, where the CRI/SSBRIs of Set B of beams are not reported. However, some of the options will induce very large L1 reporting overhead. For example, the UCI payload size of one reporting instance for Opt3 is very high, where all L1-RSRPs of Set A are reported, especially when Set A size is large. For such cases, reporting training data over L1 signaling should be avoided and RAN 1 should prioritize the discussion on how to facilitate NW and UE using higher layer signaling or other methods, other than L1 signaling, for training data reporting.

Proposal 15:  For the reporting of the collected training data, at least when the data content includes L1-RSRP, RAN1 prioritize the discussion on using higher layer signaling for reporting.

2.2. Performance monitoring
2.2.1. [bookmark: _Ref166233221]Performance metrics and RS configuration for monitoring
In [1], the following agreement regarding performance metrics and benchmark/references are listed for further discussion and potential down selections: 
	For the performance monitoring of BM-Case1 and BM-Case2:
-	Performance metric(s) with the following alternatives:
    -	Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
    -	Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
    -	Alt.3: Performance metric based on input/output data distribution of AI/ML 
    -	Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
-	Benchmark/reference for the performance comparison, including: 
    -	Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
    -	Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)



Meanwhile, in the Feature Lead Summary of RAN1#116bis [8], there more explanation and examples provided for each alternatives:
	For performance monitoring, study the following metrics calculated at UE and/or gNB side: 
1. Alt.1-1: Statistical results on beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
1. Alt.1-2: Hypothetical on beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy, based on configured resource(s)
1. Alt 2-1: Measured L1-RSRP of configured resource(s).
1. Alt 2-2: Hypothetical L1-RSRP based on the configured resource(s) 
1. Alt 3-1: Probability information of the predicted beam to be the Top 1.
1. Alt 3-2: A confidence interval or prediction interval associated with predicted L1-RSRPs at a specific confidence level (e.g., 95%).
1. Alt 4-1: The L1-RSRP difference between the measured [L1-]RSRP and predicted RSRP according to beam(s) in the same target Set A resources, e.g.
6. The RSRP difference between the predicted Top 1 beam or [average of] Top K beam(s)
6. The RSRP difference between the genie-aided Top 1 beam or [average of] Top K beam(s)
1. Alt 4-2: The L1-RSRP difference between measured [L1-]RSRP of current beam and predicted RSRP of the predicted Top 1 beam



At this stage, we are open to study all the possible alternatives for the above four KPI categories. Meanwhile, we would like to clarify our understanding on some alternatives and introduce new alternatives in addition to the list provided in the Feature Lead Summary.
Alt.1-2: Hypothetical on beam prediction accuracy related KPIs
Note that for benchmark/reference for the performance comparison, for Alt.1, NW can configure a set of beams, e.g., beams from Set A, for UE to measure and obtain the performance metrics. This set of beams is not necessarily to be the same as Set A. Instead, to save RS overhead during performance monitoring, NW can configure a subset of Set A and use the measurement of this subset to sub-optimally monitor the model performance. Since it is not a complete Set A, the best beam(s) obtained from this subset of Set A may not always be the actual best beam(s) among beams in Set A. However, this subset may be used with the following techniques. First, NW can configure the beams in Set A which has higher probability to be the best beams, for example, excludes the beams that are pointing to the separate directions of the previously best Tx beams. While the resulting beam prediction accuracy is not the actual beam prediction accuracy since not all the Set A of beams are measured, we can name this method as the Hypothetical on beam prediction accuracy related KPIs
(New) Alt.1-3: Beam prediction ranking accuracy 
Second, UE or NW can extract further details from the measurement of this subset of beams and compare with model output. For example, UE or NW can identify the ranking of the beams in this subset based on the measurement and compare this ranking with the ranking of the beams in this subset based on the model output. The latter ranking can be derived by compare the probability score of the beams in this subset if the AI/ML model is a classification model, or by comparing the predicted RSRP of the beams in this subset if the AI/ML model is a regression model. Figure 9 shows an example of deriving two ranks of the best 8 beams from model inference and monitoring measurement of a subset of Set A (e.g., the beams with even number of beam ID), respectively by comparing the probability score and measured L1-RSRP of these beams. To compare these two ranks, we can either compare if they are exactly match or calculate the correlations between these two ranks, some popular correlation metrics including spearman correlation or Kendall correlation, which can be named as “beam prediction ranking accuracy”. 
[image: ]
[bookmark: _Ref163257464]Figure 9: Example of comparing two ranking of beams from model inference and monitoring measurement of a subset of Set A, when AI/ML model is a classification model.

The second methods can be used for assessing the model’s performance on predicting for the case when UE is configured to report more than one beams (i.e.,  nrofReportedRS > 1) for the legacy beam management. Note that for legacy beam management, UE can report up to the best 4 beams to NW for further beam selection. The capability on correctly predicting these best 4 beams cannot be evaluated by the current Top-4/1(%) and Top-1/4 KPI as per their definitions. Therefore, the above beam prediction ranking accuracy can be used to perfectly assess the model performance on such capability (i.e., by comparing the rank of the best 4 beams from both measurement and probability score).
Note that although a smaller subset of Set A for performance monitoring can save more RS overhead, the monitoring result is less accurate. In practice, multiple sizes of subset of Set A can be configured for performance monitoring with different scheduling frequencies. For example, a complete Set A can be configured with the lowest scheduling frequency while a smaller subset of Set A can be configured with higher scheduling frequency.
Alt 4-1: The RSRP difference between the measured L1-RSRP and predicted RSRP according to beam(s) in a set/subset of Set A resources
For this alternative, we would like to emphasis on the flexibility that it is not necessary to configure a full set of Set A for deriving the RSRP difference. One option for the beams for calculating the RSRP difference is the Top-1 or Top-K beams in the configured set/subset of Set A resources. If a subset of Set A resources is configured, Top-1/Top-K beams can be defined as the Top-1/Top-K beams within this subset. On the other hand, another option of the beams for calculating the RSRP difference can be all the beams in the configured subset of Set A. For example, if NW and/or UE know a subset of Set A beams which has the higher probability to be the Top-1 beam (e.g., a subset of Set A beams which has high predicted RSRP), this subset can be configured for measurement and the RSRP difference can be calculated as an average L1-RSRP difference over all the beams in this subset. Therefore, for this alternative, we can consider the following three options for RSRP comparison:
7. The RSRP difference between the predicted Top 1 beam or Top K beam(s)
7. The RSRP difference between the genie-aided Top 1 beam or Top K beam(s)
7. The RSRP difference between all the beams in the configured subset of Set A resources

Alt 2-2: Hypothetical L1-RSRP based on the configured resource(s)

We are not sure the difference between this alternative to Alt2-1: Measured L1-RSRP of configured resource(s) since both alternatives are derived based on the configured resources. The definition of this metric needs to be further clarified. 
Based on the above discussion, we have the following proposals:
Proposal 16: For performance monitoring, study the following metrics calculated at UE and/or gNB side: 
· Alt.1-1: Statistical results on beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.1-2: Hypothetical on beam prediction accuracy related KPIs on a subset of Set A of beams, e.g., Top-K/1 beam prediction accuracy
· (New) Alt. 1-3: beam prediction ranking/ordering accuracy, e.g., by comparing the ranking/ordering of the best beams derived from model output and the ranking of the best beams derived from measurement
· Alt 2-1: Measured L1-RSRP of configured resource(s).
· [Alt 2-2: Hypothetical L1-RSRP based on the configured resource(s)]
· Alt 3-1: Probability information of the predicted beam to be the Top 1.
· Alt 3-2: A confidence interval or prediction interval associated with predicted L1-RSRPs at a specific confidence level (e.g., 95%).
· Alt 4-1: The L1-RSRP difference between the measured L1-RSRP and predicted RSRP of a set of beams according to beam(s) in the same target Set A resources, e.g.
· The RSRP difference between the predicted Top 1 beam or Top K beam(s) in the configured full/subset of Set A resources
8. The RSRP difference between the genie-aided Top 1 beam or Top K beam(s) in the configured full/subset of Set A resources
· The RSRP difference between all the beams in the configured subset of Set A resources
· Alt 4-2: The L1-RSRP difference between measured L1-RSRP of current beam and predicted RSRP of the predicted Top 1 beam


Proposal 17: For performance monitoring of BM Case1 and BM Case2, for the set of beams configured for UE to measure and monitor, consider different sizes of subset of Set A with different configuring periodicities.

2.2.2. UE-side model
2. Monitoring procedure  
In [1], overall procedures for each type of performance monitoring for UE-side model have been identified as below:
	For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Type 1 performance monitoring: 
-	Configuration/Signalling from gNB to UE for measurement and/or reporting
-	UE may have different operations 
-	Option 1 (NW-side performance monitoring): UE sends reporting to NW (e.g., for the calculation of performance metric at NW) 
-	Option 2 (UE-assisted performance monitoring): UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
-	Indication from NW for UE to do LCM operations 
-	Note: At least the performance and reporting overhead of model monitoring mechanism should be considered
-	Type 2 performance monitoring: 
-	Indication/request/report from UE to gNB for performance monitoring 
-	Note: The indication/request/report may be not needed in some case(s)
-	Configuration/Signalling from gNB to UE for performance monitoring measurement and/or reporting
-	If it is for UE side model monitoring, UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
-	Mechanism that facilitates the UE to detect whether the functionality/model is suitable or no longer suitable



For each alternative metric proposed in Section 2.3.1, we can discuss the applicability of UE reporting for each type and option of performance monitoring:
Alt.1-1/Alt. 1-2: Statistical/Hypothetical results on beam prediction accuracy related KPIs
For Type1-Option1, UE can report the predicted best beam ID and ground truth beam ID to NW, where NW can calculate statistical/hypothetical beam prediction accuracy after collecting a couple of monitoring reports. One advantage of this method is that UE already reports the predicted best beam ID for inference result reporting, hence the additional overhead is limited to reporting the ground truth beam ID. 
For Type1-Option2, UE compares the predicted best beam ID and ground truth beam ID and derives the statistical/hypothetical beam prediction accuracy. UE then reports the statistical/hypothetical beam prediction accuracy or an event that is defined based on the statistical/hypothetical beam prediction accuracy.
For Type2, a threshold for the beam prediction accuracy can be signalled to UE to help UE making decisions for model selection/activation/ deactivation/switching/fallback operations. 
Alt.1-3: beam prediction ranking/ordering accuracy
For Type1-Option1, UE can report the predicted ranking/ordering of the best beam ID and ground truth ranking/ordering beam ID to NW, where NW can calculate the beam prediction ranking/ordering accuracy after collecting a couple of monitoring reports. Note that for Alt.1-1 and Alt.1-2, if UE reports Top-K (K>1) predicted and ground truth beams to NW, the content that UE reports can be the same as this example as the Top-K beam IDs are ordered based on the rank of either predicted probability (predicted Top-K) of L1-RSRP measurement (genie-aided Top-K).
For Type1-Option2, UE compares the predicted ranking of best beam IDs and ground truth ranking of beam IDs and derives the beam prediction ranking accuracy. UE then reports beam prediction ranking accuracy or an event that is defined based on it.
For Type2, a threshold for the beam prediction ranking accuracy can be signalled to UE to help UE in making decisions for model selection/activation/ deactivation/switching/fallback operations. 
Alt 2-1: Measured L1-RSRP of configured resource(s); Alt 3-1: Probability information of the predicted beam to be the Top 1; Alt 3-2: A confidence interval or prediction interval associated with predicted L1-RSRPs at a specific confidence level (e.g., 95%).
These metrics are values that do not require further calculation. Therefore, for type 1 performance monitoring, UE either reports this value or reports an event (for Type1-Option2).
For Type2, a threshold for the beam prediction ranking accuracy can be signalled to UE to help UE in making decisions for model selection/activation/ deactivation/switching/fallback operations. 
Alt 4-1: The RSRP difference between the measured L1-RSRP and predicted RSRP of a set of beams; Alt 4-2: The RSRP difference between measured L1-RSRP of current beam and predicted RSRP of the predicted Top 1 beam
For Type1-Option1, UE needs to report both the measured L1-RSRP and predicted RSRP of the set of beams to NW, where NW may just choose the Top-1 or Top-K RSRPs for comparing the RSRP difference. The corresponding reporting overhead is very high, and UE might report a lot of unnecessarily RSRP values to NW.
For Type1-Option2, UE calculates the RSRP difference by its own and reports the difference value (maybe in average) or an event that is defined based on the RSRP difference.
For Type2, a threshold for the beam prediction ranking accuracy can be signalled to UE to help UE in making decisions for model selection/activation/ deactivation/switching/fallback operations. 
Based on the above discussion, our proposals for the applicability of each monitoring type and option to each metric alternative are below:
Proposal 18: Considering the following applicability for further on performance monitoring for UE-sided model:
· Type 1, Option 1, UE report the following for NW to calculate the metrics:
· Alt1-1, Alt 1-2, Alt 1-3, Alt 2-1, Alt 3-1, Alt 3-2, Alt 4-1, Alt 4-2
· Note: Contents in the inference report can be reused to reduce reporting overhead, e.g., the predicted Top-1/K beam ID(s) for Alt1-1/1-2/1-3
· Type 1, Option 2, UE calculate the metric(s) and report the metric(s) to NW:
· All the alternatives
· Type 1, Option 2, considering the following alternatives that may define an event: 
· All the alternatives
· Type 2, define threshold according to some metric(s) for UE to make decision(s) of model selection/activation/ deactivation/switching/fallback operation:
· All above alternatives

2.2.2.1. UE initiating LCM operation request for UE-side AI/ML model  
During the Rel-18 SI phase of AI/ML-based beam management, there is an agreement that has been made in Agenda 9.2.1 as following:
	Agreement in 9.2.1
For UE-side models and UE-part of two-sided models:
…
· In functionality-based LCM
Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
Models may not be identified at the Network, and UE may perform model-level LCM.
Study whether and how much awareness/interaction NW should have about model-level LCM



All the agreements in this agenda and 9.2.1 regarding NW-side performance monitoring only mentions that “Network indicates activation/deactivation/fallback/switching of AI/ML functionality to UE”. We believe this sentence does not exclude the possibility that UE can initiate a request of LCM operations for certain AI/ML functionalities from NW. After NW receives the request, NW can determine whether to grant the request and indicates the corresponding LCM operations to UE. The above cases should be covered by the current agreements. For example, when the considered AI/ML functionality is the observation window and prediction window length (i.e., the number of measurement and prediction instances F and K, respectively) of BM Case2. When UE detects the increase of its speed from 30 km/h to 60 km/h, UE can then request to change the observation/prediction window length to shorter number of instances for more frequent beam prediction, instead of reporting its speed to NW. Note that it is still NW’s decision on whether to take the requested operation and hence, NW will indicate the LCM operation to UE, which satisfies the current agreement. 
However, we understand that some AI/ML functionalities may not be feasible for UE to initiate a LCM operation request. Therefore, as a starting point, we can first identify the AI/ML functionalities for beam management that are feasible/not feasible for UE initiating a LCM operation request.
Proposal 19: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, when functionality-based LCM is applicable, identify for each AI/ML functionality whether it is feasible for UE to initiate LCM operation requests.

2.2.2.2. Event reporting for performance monitoring for UE-side AI/ML model
During the Rel-18 SI phase of AI/ML-based beam management, the following agreements have been made about performance monitoring for UE-side AI/ML model.
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding performance monitoring, study potential spec impact(s) from the following aspects in addition to those included in previous agreements: 
· Configuration/Signalling from gNB to UE for measurement and/or reporting
· UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
· FFS: definition of an event and the performance metric(s) used to identify it
· Indication from NW for UE to do LCM operations 

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding performance monitoring, study the necessity and potential spec impact(s) of the mechanism that facilitate UE to detect whether the functionality/model is suitable or no longer suitable. 



From the first agreement, for performance monitoring of a UE-side model, UE can report an event to NW based on the monitored performance metric(s). How UE can detect such event can be facilitated by the second agreement. To study the mechanism to facilitate UE to detect such event, the definition of an event should be aligned between NW and UE first. For example, an event can be one monitoring instance of missed beam prediction, a certain number of consecutive instances of missed beam prediction, or an observation that the beam prediction accuracy is less than a threshold after a sequence of monitoring instances. Meanwhile, the event can also be when the RSRP prediction error is larger than a threshold from one or more monitoring instances. It is also important to define how frequently that UE can collect the monitoring samples and how many number of monitoring samples is required for model monitoring.
Note that different definitions/configurations (like different performance metrics, threshold, required number of samples, and monitoring frequency) of an event may have different monitoring accuracy and overhead. For example, beam prediction accuracy may have the same RS overhead as Set A, but it can 100% examine the model output’s correctness. On the other hand, RSRP prediction error can be calculated only among a subset of Set A of beams, but it is not a direct KPI for reflecting the beam prediction accuracy and therefore cannot 100% examine the model output’s correctness. 
Based on the monitoring history or current condition, NW can have different events, each with different performance metrics, threshold, required number of samples, and monitoring frequency, configured for UE to monitor and report. 
Proposal 20:  For BM-Case1 and BM-Case2 with a UE-side AI/ML model, model, to facilitate UE to detect a monitoring event for performance monitoring, considering NW signaling to UE the following aspects, 
· The performance metrics monitored for the event
· The threshold of the performance metrics for determining the occurrence of the event
· The number of samples of the occurrence instances required for determining the occurrence of the event, where the occurrence instances are the monitoring samples that the monitored metrics falls below a threshold 
· The number of monitoring samples required for determining the occurrence of the event
· The frequency of each monitoring samples

2. NW-side model
3. Monitoring procedure  
In [1], overall procedures for each type of performance monitoring for UE-side model have been identified as below:
	For BM-Case1 and BM-Case2 with a NW-side AI/ML model
-	Beam measurement and report for model monitoring 
   -	UE reporting of beam measurement(s) based on a set of beams indicated by gNB.
   -	Signalling, e.g., RRC-based, L1-based.
   - Note: This may or may not have specification impact.
-	NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
-	Note: Performance and UE complexity, power consumption should be considered.



Compared to UE-side model cases, UE does not need to report the predicted beam ID/RSRP information for NW-sided model. Therefore, to support all the alternative metrics, the contents that UE reports can be categorized into two groups:
· Group1: UE reports the L1-RSRP measurements of the configured full/subset of Set A of beams
1. Group2: UE reports the Top-1/Top-K beam ID of the configured full/subset of Set A of beams
Group 1 can be used to support all the alternative metrics. However, for Alt1-1/Alt1-2/Alt1-3, it is not necessarily for UE to report the L1-RSRP measurements as these metrics are calculated based on the information of Top-1/Top-K beam IDs. Instead, Group2 should be used for these alternatives. Moreover, for Alt3-1 and Alt3-2, since the metrics depend purely on model output, UE does not need to report anything. Therefore, based on the above discussion, we have the following proposal:
Proposal 21:  Considering the following reporting content and applicability to the monitoring metrics alternatives for performance monitoring for NW-sided model:
1. UE reports the L1-RSRP measurements of the configured full/subset of Set A of beams
0. Applicable to Alt 2-1, Alt 4-1, Alt 4-2
1. UE reports the Top-1/Top-K beam ID of the configured full/subset of Set A of beam
1. Applicable to Alt1-1, Alt1-2, Alt1-3  
2.3. Functionality/Model-ID based LCM 
During the Rel-18 SI phase of AI/ML-based beam management, the following agreement has been made for listing the possible conditions for Functionality/Model-based LCM.
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity and potential BM-specific conditions/additional conditions for functionality(ies) and/or model(s) at least from the following aspects:
· information regarding model inference 
· Set A / Set B configuration
· performance monitoring
· data collection
· [bookmark: _Hlk142598251]assistance information



For the first bullet regarding the conditions about the “information regarding model inference” for UE-side AI/ML model, the possible conditions can be:
(1) conditions the number of predicted best beams (e.g., value of K for Top-K predicted beams)
(2) conditions the model output (e.g., predicted beam ID/confidence score of each beam/beam RSRP)
(3) conditions the available Rx beam assumptions
, where the first condition is important for NW to configure the corresponding nrofReportedRS parameter in the CSI-report configuration. It also indicates whether a second beam sweeping of the Top-K predicted beams is required. The second condition describes the condition of the model output. At the UE side, UE may have multiple models providing different types of model output, such as beam ID or beam RSRP. Furthermore, there are some discussions during the last meeting about UE deciding how many beams to report as model output based on the confidence score of each beam. However, some models predicting the beam ID may allow UE to extract the confidence score of each predicted beam while some models may not. This condition can help in categorizing each UE-side model based on whether the confidence score or beam RSRP can be used as assistance information for improving the mechanism of UE-side model inference. 
For the third bullet regarding the conditions about the “performance monitoring” for UE-side AI/ML model, the possible conditions can be:
(1) conditions on performance metrics
(2) conditions on the detectable events
, where the first condition is to describe the type of performance metrics that a UE and a UE-side AI/ML model can support. For example, if it is a classification model which predicts beam ID, then it is not applicable to use the error between measured RSRP and predicted RSRP as the performance metrics. For the scenario when UE reports an event to NW for performance monitoring, the second conditions of the event that UE can detect is useful for NW to find the best monitoring strategies (e.g., choosing between the event-report based monitoring or performance-metrics-report based monitoring).  Therefore, for the BM-specific conditions of a UE-side AI/ML model, we have the following proposal:
Proposal 22: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, for the BM-specific conditions regarding “information regarding model inference”, consider at least the following sub-conditions,
· conditions on the number of predicted best beams (e.g., value of K for Top-K predicted beams)
· conditions on the model output (e.g., predicted beam ID/confidence score of each beam/beam RSRP)

Proposal 23: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, for the BM-specific conditions regarding “performance monitoring”, consider at least for the following sub-conditions,
· conditions on performance metrics
· conditions on the detectable events

3. Conclusion
In summary, based on the above discussion we have the following observations and proposals:
Model Inference
Proposal 1: For NW-side model inference, support reporting multiple time instances of Set B measurements within one report. Further study on whether/how to explicitly and/or implicitly include corresponding time information in the report. 
Proposal 2: For NW-side model inference, same design of report and resource configurations can be used for BM Case1 and BM Case2
Proposal 3: For NW-side model inference, study both periodic and aperiodic report and Set B resource configurations.
(FLS)
Proposal 4: At least for NW sided model, consider the following quantization options of a reported L1-RSRP value, 
· Option1: Differential L1-RSRP reporting 
· Whether to use legacy/new quantization step and range
· Option2: Absolute L1-RSRP reporting (for all beams in a set)
· Whether to use legacy/new quantization step and range
· Option3: Normalized L1-RSRP measurement reporting
· Whether/how to align the reference values for normalization between NW and UE

(FLS)
Proposal 5: For NW sided model, for inference, consider following options for “beam related information” in a beam report,
1. Opt 1: L1-RSRPs and CRI/SSBRI of Top M beam of the configured resource set
2. FFS on how to determine M
1. Opt 2: all L1-RSRPs of the configured resource set, without CRI/SSBRI or with only the best CRI/SSBRI (for differential L1-RSRP reporting)
Proposal 6: For NW-side model inference, consider re-using the Rel-18 report sub-configuration framework for UE to report the measurement results of more than 4 beams in one report

Proposal 7: For NW-side model inference, for >4 beam L1 reporting, further consider specification on the limitation of the reported beams in one report

Proposal 8: For UE-side model inference, study both periodic and aperiodic report and Set B resource configurations.
Proposal 9: For UE-side model inference, same design of report and resource configurations can be used for BM Case1 and BM Case2 
Proposal 10:  For UE-sided model, consider how to adapt current beamReportTiming framework/definition to include the AI/ML’s model inference delay.

Proposal 11: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study how to facilitate UE to report various number of Top-K beams in one beam report (K ≤ nrofReportedRS) as AI/ML model output.

(FLS)
Proposal 12: For AI/ML-based BM, at this stage, there is no further enhancement needed for beam indication based on unified TCI state framework.
Training Data Collection
Proposal 13:  For data collection, for report and resource configurations, consider the following options:
1. Option1: Set A and Set B resources are configured in one report configuration, 
1. Option2: Set A and Set B resources are configured in multiple report configurations
7. how UE identify the corresponding report configurations for the current data collection instance.
(FLS)
Proposal 14:  For the content of the reported training data, besides the measurement of Set B for model input data, consider the following options for model output data:
1. Opt 1: CRI/SSBRI of Top-M resources in Set A (No L1-RSRP)
1. Opt 2: L1-RSRPs and CRI/SSBRI of Top-M resources in Set A
9. FFS on how to determinate M, e.g, configured/predefined value/according to a threshold
1. Opt 3: all L1-RSRPs of a full/subset of Set A (without CRI/SSBRI or with best CRI/SSBRI for differential L1-RSRP reporting)

(FLS)
Proposal 15:  For the reporting of the collected training data, at least when the data content includes L1-RSRP, RAN1 prioritize the discussion on using higher layer signaling for reporting.

Performance Monitoring
(FLS)
Proposal 16: For performance monitoring, study the following metrics calculated at UE and/or gNB side: 
1. Alt.1-1: Statistical results on beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
1. Alt.1-2: Hypothetical on beam prediction accuracy related KPIs on a subset of Set A of beams, e.g., Top-K/1 beam prediction accuracy
1. (New) Alt. 1-3: beam prediction ranking/ordering accuracy, e.g., by comparing the ranking/ordering of the best beams derived from model output and the ranking of the best beams derived from measurement
1. Alt 2-1: Measured L1-RSRP of configured resource(s).
1. [Alt 2-2: Hypothetical L1-RSRP based on the configured resource(s)]
1. Alt 3-1: Probability information of the predicted beam to be the Top 1.
1. Alt 3-2: A confidence interval or prediction interval associated with predicted L1-RSRPs at a specific confidence level (e.g., 95%).
1. Alt 4-1: The L1-RSRP difference between the measured L1-RSRP and predicted RSRP of a set of beams according to beam(s) in the same target Set A resources, e.g.
17. The RSRP difference between the predicted Top 1 beam or Top K beam(s) in the configured full/subset of Set A resources
17. The RSRP difference between the genie-aided Top 1 beam or Top K beam(s) in the configured full/subset of Set A resources
17. The RSRP difference between all the beams in the configured subset of Set A resources
1. Alt 4-2: The L1-RSRP difference between measured L1-RSRP of current beam and predicted RSRP of the predicted Top 1 beam


Proposal 17: For performance monitoring of BM Case1 and BM Case2, for the set of beams configured for UE to measure and monitor, consider different sizes of subset of Set A with different configuring periodicities.
(FLS)
Proposal 18: Considering the following applicability for further on performance monitoring for UE-sided model:
1. Type 1, Option 1, UE report the following for NW to calculate the metrics:
5. Alt1-1, Alt 1-2, Alt 1-3, Alt 2-1, Alt 3-1, Alt 3-2, Alt 4-1, Alt 4-2
5. Note: Contents in the inference report can be reused to reduce reporting overhead, e.g., the predicted Top-1/K beam ID(s) for Alt1-1/1-2/1-3
1. Type 1, Option 2, UE calculate the metric(s) and report the metric(s) to NW:
6. All the alternatives
1. Type 1, Option 2, considering the following alternatives that may define an event: 
7. All the alternatives
1. Type 2, define threshold according to some metric(s) for UE to make decision(s) of model selection/activation/ deactivation/switching/fallback operation:
8. All above alternatives
Proposal 19: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, when functionality-based LCM is applicable, identify for each AI/ML functionality whether it is feasible for UE to initiate LCM operation requests.
Proposal 20:  For BM-Case1 and BM-Case2 with a UE-side AI/ML model, model, to facilitate UE to detect a monitoring event for performance monitoring, considering NW signaling to UE the following aspects, 
1. The performance metrics monitored for the event
1. The threshold of the performance metrics for determining the occurrence of the event
1. The number of samples of the occurrence instances required for determining the occurrence of the event, where the occurrence instances are the monitoring samples that the monitored metrics falls below a threshold 
1. The number of monitoring samples required for determining the occurrence of the event
1. The frequency of each monitoring samples
(FLS)
Proposal 21:  Considering the following reporting content and applicability to the monitoring metrics alternatives for performance monitoring for NW-sided model:
1. UE reports the L1-RSRP measurements of the configured full/subset of Set A of beams
2. Applicable to Alt 2-1, Alt 4-1, Alt 4-2
1. UE reports the Top-1/Top-K beam ID of the configured full/subset of Set A of beam
3. Applicable to Alt1-1, Alt1-2, Alt1-3  

LCM
Proposal 22: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, for the BM-specific conditions regarding “information regarding model inference”, consider at least the following sub-conditions,
1. conditions on the number of predicted best beams (e.g., value of K for Top-K predicted beams)
1. conditions on the model output (e.g., predicted beam ID/confidence score of each beam/beam RSRP)

Proposal 23: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, for the BM-specific conditions regarding “performance monitoring”, consider at least for the following sub-conditions,
1. conditions on performance metrics
1. conditions on the detectable events
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