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[bookmark: _Hlk159061947]RAN #102 meeting approved the Rel-19 WI on AI/ML for NR Air Interface [1] based on the AI/ML techniques to NR air interface has been studied in FS_NR_AIML_Air [2]. In this contribution, we discuss the identified, use-case agnostic aspects, part of the study objectives, specifically:
· More details on the model identification options agreed in [3][4]. 
· Case z4 model transfer/delivery 

	Objectives in RP-234039
Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
[…]
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1]
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]:
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]:
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 
[…]
NOTE: offline training is assumed for the purpose of this project. 
NOTE: the outcome of the study objectives should be captured in TR 38.843 for future reference. 
NOTE: Coordination with SA/SA WGs of the ongoing study/work as it may relate to their required work.



[bookmark: _Hlk510705081]Online Model identification
MI-Option 1: Model identification with data collection configuration(s) and/or indication(s) 
In RAN1 #116 and #116bis meetings the following agreements related to model identification have been reached [3][4]. 
	Agreement #116
· Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion

Agreement #116bis
From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
	o A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
		§ Associated IDs for each sub use case in relation with NW-sided additional conditions		
	o B: UE(s) collects the data corresponding to the associated ID(s)  
	o C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
	o D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
		§ relationship between model ID(s) and the associated ID(s)
		§ How model ID(s) is determined/assigned, e.g., 
			· Alt.1: NW assigns Model ID
			· Alt.2: UE assigns/reports Model ID
			· Alt.3: Associated ID(s) is assumed as model ID(s)
				□ “Model ID is determined/assigned for each AI/ML model” in D is not needed
			· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
		§ FFS: how to report
		§ Note: D is to facilitate AI/ML model inference
	o Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.




Here, we provide analysis on the MI-Options 1 and expand on some of the details related to use cases. As in the above agreements, RAN1 shall further discuss details on MI-Option1, where main aspects to consider are “relationship between model ID(s) and the associated ID(s)” and “How model ID(s) is determined/assigned”. Next, we provide few variants that can be discussed for these. The topic of Associated IDs for each sub use case in relation with NW-sided additional conditions are to be addressed separately for each (sub)use case.
As in the above agreement, the NW can configure each DL RS measurement configuration to carry an identifier (associated ID) that can be referred to by the UE for data collection categorization. Based on the DL RS receptions, the UE may collect data samples for each configuration or data collection process and the UE evaluates the data samples (or datasets) collected under each configuration or data collection process. The UE may train/monitor/assess the background ML models and the UE can relate configurations or data collection related associated IDs and report it back to the NW. It may be feasible to assume this reporting to carry a model ID where the UE’s can also report associated IDs that relate to the model ID. 
When the UE reports the model-ID(s) and information about how each of the model-ID is associated with one or more measurement configurations or data collection configuration, the NW can relate the NW-side additional conditions (training assumptions of the UE-sided model) to NW assumptions used when transmitting DL RSs in the measurement configurations or data collection process. This allows implicitly relating model-ID with any assumptions on NW-sided additional conditions that are considered by the NW. 

We can expand the Steps A-D further as follows, 
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s). 
· The NW provides measurement or data collection configuration(s), where these measurement or data collection configurations carry associated IDs to implicitly represent set of NW-additional conditions (the identifiers are mainly to allow dataset categorization at the UE). 
· Global cell identity (GCI) can be used together with the associated ID configured in the measurement configurations to make global uniqueness to the data collected from a given cell and an associated ID.     
· The defining of associated IDs may be up to the NW vendor implementations and shall not disclose any proprietary NW information. Also, associated IDs may be defined to be specific to a NW vendor, where no vendor collaborations may be needed.
· B: UE(s) collects the data corresponding to the associated ID(s). C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· The UE may use the DL RS measurements corresponding to the above configurations. Details of Step B may also be related to RAN2 data collection framework discussion.  
· In general, it is possible to consider categorizing datasets, where the datasets may be associated with associated IDs and other additional considerations (GCIs), and new model identification may be done by considering model training/assessment/monitoring at the UE side. 
· If there are new models that can be identified based on the UE’s training/assessments/monitoring process, the UE can associate such a model with associated IDs and additionally with GCIs.  
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model. 
· The UE reports a model ID for a new model and reports associated IDs (and optionally GCIs) to declare relationship between model ID and associated ID(s). 
· The model ID does not have to be a global ID and can also be a logical ID that can be referred in later signalling purposes (e.g., only during the RRC connected state). 
· At which stage a UE can report model ID and related associated IDs shall be further discussed. It is possible to assume a case where this reporting shall happen only in the instances that UE connects to a new cell (e.g., different GCI). 
· The NW receives the model-ID, and the model-ID can be used for supporting the ML-enabled feature depending on LCM signaling.

Observation 1: For MI-Option 1, for the case of online model identification based on measurement configuration(s) or data collection configuration(s), associated IDs (which implicitly represent NW additional conditions) of the data collection-related configuration(s) can be reported as part of model ID to the NW. 
Next, we provide two use-case examples to discuss “Associated IDs for each sub use case in relation with NW-sided additional conditions”. 
For UE-sided AI/ML beam management sub-use-cases, assuming data collection configurations use legacy measurement configurations, an associated ID can be introduced within the CSI resource configuration (CSI-resourceConfig) or within the resource sets defined by a CSI-resourceConfig. RAN1 may define a bit field sufficient for separating different sets of NW-assumptions, corresponding to the NW-additional conditions used when transmitting CSI RS and SSB beams. When the UE connects to a cell, and SIB#1 conveys the GCI, the UE may collect data within a cell under different measurement configurations (i.e., under different associated IDs). The UE (at the OTT server) may develop models considering different datasets (data collected over multiple cells/associated IDs or per cell/associated ID) as the UE prefers. As explained in the previous steps, the UE can report model IDs along with the associated IDs (and optionally GCIs) when it connects to a new cell. In summary, we believe that the above high-level steps can be easily applied to beam management use cases.
For UE-sided AI/ML positioning sub-use cases, assuming data collection configurations use legacy measurement configurations, an associated ID can be introduced within the PRS resource configuration (NR-DL-PRS-Info) or within the PRS resource sets (nr-DL-PRS-ResourceSet) defined by a NR-DL-PRS-Info. Similar to the BM case, RAN1 may define a bit field sufficient for separating different sets of NW-assumptions, corresponding to the NW-additional conditions used when transmitting PRS resources in a resource set. Compared to the BM case, there is also possibility to configure related GCIs with the NR-DL-PRS-Info and does not always have to rely on SIB#1 indicated GCI. In any case, similar to the BM case, UE may collect data under different measurement configurations (i.e., under different associated IDs). The UE (at the OTT server) may develop models considering different datasets (data collected over multiple cells/associated IDs or per cell/associated ID) as the UE prefers. Similar to the BM case, the UE can report model IDs along with the associated IDs (and optionally GCIs) when it connects to a new cell. In summary, we believe that the above high-level steps can be easily applied to positioning use cases.
Proposal 1: For MI-Option 1, considering steps A -to - D, the following aspects are further applicable,  
· For associated ID, 
· Defining of associated IDs is up to the NW vendor implementations and shall not disclose any proprietary NW information.
· For BM use-cases, associated ID can be linked to CSI resource configuration (CSI-resourceConfig) or resource sets defined by a CSI-resourceConfig. 
· For positioning use-cases, associated ID can be linked to the PRS resource configuration (NR-DL-PRS-Info) or PRS resource sets (nr-DL-PRS-ResourceSet) defined by a NR-DL-PRS-Info. 
· In addition to the associated IDs, data collection configuration(s) may also associate with the global cell identities (GCIs). 
· A fixed bit field, e.g., 8/10 bits (provides max 256/1024 IDs) can be considered for the associated ID.
· For model-ID, 
· In Step D, the UE assigns model ID, and reports associated IDs (and optionally GCIs) related to the assigned model ID. 
· Model ID may be related to one or more associated IDs. 
· Reporting of model-IDs does not have to be in the UE-capability report. RAN1/2 to investigate further exact reporting details.  

Model transfer/delivery 
During Rel. 18 SI, the model transfer/delivery discussion in RAN WGs was very comprehensive. Despite having many alternative directions in identifying entity hosting a model, proposing signaling approaches, and analyzing specification impact, we were not able to reach any conclusion on the need for model transfer/delivery for Rel. 18 use cases. The table 4.3-1 in TR 38.843 identified the entities that will be used as training location and model storage location for UE side and UE part models. 
	4.3 Collaboration levels
…..

Table 4.3-1: Model delivery/transfer cases
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top.
	Outside 3GPP Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format.
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format.
	3GPP Network
	NW-side

	z3
	model transfer in open format.
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE, i.e., an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support. 
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE, i.e., any other model structure not covered in z4, including any model structure that is only partially known.
	3GPP Network
	NW-side

	Note:	The definition of various Cases is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.



When a model of a known structure at UE (e.g., Case z4) is transferred from the Network, the new model being identified (e.g., via Type B2) has the same structure as a previously identified model at the Network and UE.

For model delivery/transfer to UE (for UE-side models and UE-part of two-sided models):
· Model delivery/transfer to UE, if feasible, may be beneficial to handle scenario/configuration specific (including site-specific configuration/channel conditions) models (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites), to reduce the device storage requirement.
· Model delivery/transfer to UE after offline compiling and/or testing may be friendlier from UE’s implementation point of view compared to the case without offline compiling and/or testing. On the other hand, the case without offline compiling and/or testing (that can update parameter with known model structure), may have benefit at least in terms of shorter model parameter update timescale.
· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.
· For model trained at network side, Case y (w/ NW-side training) and Case z2 may incur the burden of offline cross-vendor collaboration such as sending a model to the UE-side and/or compiling a model.
· For model trained at UE side/neutral site, Case z1 and Case z3 may incur the burden of offline cross-vendor collaboration to send the trained model from the UE-side to the network, compared to Case y (w/ UE-side training) which does not have such burden.
· Model storage at the 3GPP network, compared to storing the model outside the 3GPP network, may come with 3GPP network side burden on model maintenance/storage.
· Proprietary design disclosure concern may arise from model training and/or model storage at the network side compared to other cases (such as case y with UE side training) which does not have such issue.



Subsequently, in RAN1 #116 meeting the following conclusion related to model transfer/delivery has been reached [3]:
	Conclusion:
From RAN1 perspective, the model transfer/delivery Case z5 is deprioritized for Rel-19.  



Further, in RAN1 #116bis meeting the following conclusions related to model transfer/delivery have been reached [4] :
	Conclusion:
From RAN1 perspective, the model transfer/delivery Case z2 is deprioritized at least for UE-sided model in Rel-19 due to the following reasons:
•	Risk of proprietary design disclosure
•	Burden of offline cross-vendor collaboration 

Conclusion:
From RAN1 perspective, the model transfer/delivery Case z3 is deprioritized for Rel-19 due to the following reasons (compared to Case y):
•	No much benefit compared to Case y
•	Risk of proprietary design disclosure
•	Large burden of offline cross-vendor collaboration
•	Additional burden on model storage within in 3GPP network



The model transfer case z1 and z3 assume the same training location, UE-side / neutral site. The case z3 has been deprioritized in RAN1 #116bis. The case z1 can be also deprioritized based on the same reasons as case z3 and z2, even more so that significant offline cross-vendor collaboration would be needed due to the proprietary model format assumed in case z1.

Proposal 2: From RAN1 perspective, the model transfer/delivery Case z1 is deprioritized for Rel-19.
However, the UE-side HW/SW platform specifics on which these ML models are executed (inference) remain proprietary to the UE-vendors. Thus, the case z4 likely imply the transfer of a trained UE-side model, from the 3GPP NW to the UE-side / neutral site in order to be compiled. It remains to be clarified, based on use case requirements, why/if this is really an efficient way to handle the UE-side model training. 
The 2-sided CSI feedback enhancement use cases are to be further studied until August 2024. For these use cases we still need to clarify the need for mode transfer/delivery as part of the requirements to achieve the expected performance benefits.
For CSI feedback enhancement use cases, model transfer can potentially be realized as a part of the usual user plane data transfer, where the gNB/RAN controls the assigned QCI and corresponding scheduling of the UE, without explicit knowledge of the content of the data packets. The required control plane signaling can be either totally ML model agnostic or, when the UE-side server can provide information about the planned model update, the 3GPP network can ensure that the transfer is scheduled/triggered when specific conditions are met. After the transfer, it is up to the UE implementation to interpret the received user-plane data packets and handle them as ‘model transfer/delivery’. 
Proposal 3: For 2-sided CSI compression, particularly training type 1 (joint model training and model transfer/delivery to the UE), model transfer to be realized as user plane data transfer, controlled by the gNB/RAN using the control plane signaling.
For CSI feedback enhancement use cases, the storage of the UE-side ML models in the 3GPP network, could be considered as part of the collaboration between NW and UE/ UE-side server, when feasible and/or required. This could help with more timely transfer/delivery of the model to the UE. However, the delivery mechanism would still be on the user-plane and scheduled as ‘normal’ UE downlink traffic. 
The model size and target transfer time, which both are specific to the CSI compression use case, need to be possible to control to adapt to the radio scenario and conditions when the transfer to the UE is executed. Hence the “model transfer in open format” assumed in case z4 must be configurable and flexible enough, i.e. include different degrees of freedom for the selection of the model parts which need to be transferred, based on the information provided by the UE vendor. Further justification of this approach can be clarified in RAN2.
Proposal 4: The RAN1 related configurations to be considered for the transfer should be flexible enough to allow full or partial model updates, i.e. the CP config might indicate this, and the transfer needs to include UE-vendor specific meta information.
Proposal 5: RAN1 to continue the study of the potential model transfer/delivery case z4 solutions for 2-sided CSI feedback enhancement (particularly for model training collaboration type 1) based on the agreed performance requirements.

Conclusion
In this contribution, we discussed study aspects related to model identification and model transfer/delivery. In particular, the contribution has the following observations and proposals. 

Proposal 1: For MI-Option 1, considering steps A -to - D, the following aspects are further applicable,  
· For associated ID, 
· Defining of associated IDs is up to the NW vendor implementations and shall not disclose any proprietary NW information.
· For BM use-cases, associated ID can be linked to CSI resource configuration (CSI-resourceConfig), or resource sets defined by a CSI-resourceConfig. 
· For positioning use-cases, associated ID can be linked to the PRS resource configuration (NR-DL-PRS-Info) or PRS resource sets (nr-DL-PRS-ResourceSet) defined by a NR-DL-PRS-Info. 
· In addition to the associated IDs, data collection configuration(s) may also associate with the global cell identities (GCIs). 
· A fixed bit field, e.g., 8/10 bits (provides max 256/1024 IDs) can be considered for the associated ID.
· For model-ID, 
· In Step D, the UE assigns model ID, and reports associated IDs (and optionally GCIs) related to the assigned model ID. 
· Model ID may be related to one or more associated IDs. 
· Reporting of model-IDs does not have to be in the UE-capability report. RAN1/2 to investigate further exact reporting details. 

Proposal 2: From RAN1 perspective, the model transfer/delivery Case z1 is deprioritized for Rel-19.
Proposal 3: For 2-sided CSI compression, particularly training type 1 (joint model training and model transfer/delivery to the UE), model transfer to be realized as user plane data transfer, controlled by the gNB/RAN using the control plane signaling.
Proposal 4: The RAN1 related configurations to be considered for the transfer should be flexible enough to allow full or partial model updates, i.e. the CP config might indicate this, and the transfer needs to include UE-vendor specific meta information.
Proposal 5: RAN1 to continue the study of the potential model transfer/delivery case z4 solutions for 2-sided CSI feedback enhancement (particularly for model training collaboration type 1) based on the agreed performance requirements.
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