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Introduction
In RAN1 #116b meeting, the following agreements on ML model and data have been agreed.
	Conclusion
From RAN1 perspective, the model transfer/delivery Case z2 is deprioritized at least for UE-sided model in Rel-19 due to the following reasons:
· Risk of proprietary design disclosure
· Burden of offline cross-vendor collaboration 
Conclusion
From RAN1 perspective, the model transfer/delivery Case z3 is deprioritized for Rel-19 due to the following reasons (compared to Case y):
· No much benefit compared to Case y
· Risk of proprietary design disclosure
· Large burden of offline cross-vendor collaboration
· Additional burden on model storage within in 3GPP network

Conclusion
· It is clarified that MI-Option 4 refers to the Option 1 of CSI compression
· Option 1: Fully standardized reference model (structure + parameters)

Agreement
From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)
· How model ID(s) is determined/assigned, e.g., 
· Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
· FFS: how to report
· Note: D is to facilitate AI/ML model inference
· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.




In this contribution, we provide some discussion on AI/ML model and data.
Model Identification
The model identification was studied during Rel-18. Model identification is defined as follows according to 3GPP TR 38.843.
	Model identification: A process/method of identifying an AI/ML model for the common understanding between the NW and the UE. Note: The process/method of model identification may or may not be applicable. Note: Information regarding the AI/ML model may be shared during model identification.



 
In RAN1 #116 meeting, the following on MI has been agreed.
	Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded
Observation
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring

Agreement
· Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion



For MI type A, the model is identified without OTA signaling. Therefore, the model may be identified based on inter-vendor collaboration or non-3GPP signaling. Then in this case, the indication of a model ID can be assumed to be known by both NW and UE. There is no additional specification work required to exchange the communication of the indication of a model ID.
Proposal 1: For MI type A, it is assumed that the indication of a model ID is known by the NW and UE after UE connected to the NW.
· No additional specification work is required to maintain the same communication between the NW and UE on the indication of a model ID.
For MI type B, the model is identified via OTA signaling, which can be initiated by the UE or NW. During the data collection procedure, to maintain the same understanding between the NW and UE only on some property for a model could be necessary. For UE-side model, the NW needs to know the property for the model input to configure or schedule the corresponding downlink signals for the model inference. The NW also needs to know the property for the model output, so that it can configure or schedule the corresponding uplink resource for model output report. Therefore, during the data collection procedure, the MI should assist the NW and UE to maintain the same understanding for the property of model input and model output. Thus, the MI-Option 1 should be necessary. For MI-Option 2 and MI-Option 3, since the dataset transfer and model transfer may not be essential steps, such options can be deprioritized.
Proposal 2: MI-Option 1 is necessary to assist the NW and UE to maintain the same understanding for the property of model input and model output, so that the NW can configure corresponding DL RS for the UE to identify the model input and configure corresponding UL resource for model output report.
Proposal 3: Deprioritize MI-Option 2 and MI-Option 3.

UE data collection
For UE data collection, the first issue is whether the UE data collection should be transparent or not. The UE data collection takes some computing cycles and memories from UE. For example, the UE data collection for AI/ML based CSI compression and prediction could take some CPUs. The UE data collection for AI/ML based BM could require the UE to receive some SSBs with Rx beam sweeping. Then the UE may not be able to receive other downlink signal in the same symbols with SSBs, although the SSBs are not configured with a functionality, e.g., RLM/BFD. Therefore, the NW and UE should maintain the same understanding on when the UE can perform data collection.
In addition, the UE may use different models for different scenarios. Then to facilitate the model training based on the collected data, it is necessary for the NW to provide some side information, e.g., antenna architecture, beam information for the downlink signals for data collection, and so on. Based on the agreements in RAN1 #116b, such side information can be conveyed based on the associated ID. Therefore, the associated ID should be provided for data collection. One associated ID may be associated with one or multiple UE models. Thus, one associated ID can be mapped to one or multiple model IDs. For UE-side model, the NW only needs to signal the associated ID. The UE-side model is transparent to the NW. For two-side models, the NW and UE may need to maintain the same understanding of the model ID. The model ID can be either indicated by the NW or reported by the UE.
Proposal 4: Support the NW and UE to maintain the same understanding on when the UE can perform data collection.
Proposal 5: One associated ID can be mapped to one or multiple model ID(s)
· For UE-side model, the NW only configures the associated ID
· For two-side model, the NW and UE should maintain the same understanding on the model ID for model inference
· Model ID can be either configured by the NW or reported by the UE

Conclusion
In this contribution, we provided discussion on AI/ML model and data. Based on the discussion, the following proposals are provided.
Proposal 1: For MI type A, it is assumed that the indication of a model ID is known by the NW and UE after UE connected to the NW.
· No additional specification work is required to maintain the same communication between the NW and UE on the indication of a model ID.
Proposal 2: MI-Option 1 is necessary to assist the NW and UE to maintain the same understanding for the property of model input and model output, so that the NW can configure corresponding DL RS for the UE to identify the model input and configure corresponding UL resource for model output report.
Proposal 3: Deprioritize MI-Option 2 and MI-Option 3.
Proposal 4: Support the NW and UE to maintain the same understanding on when the UE can perform data collection.
Proposal 5: One associated ID can be mapped to one or multiple model ID(s)
· For UE-side model, the NW only configures the associated ID
· For two-side model, the NW and UE should maintain the same understanding on the model ID for model inference
· Model ID can be either configured by the NW or reported by the UE

