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1 Introduction
In RANP#102 meeting, new WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was agreed. For the AI/ML model and UE-side data collection, further study will be carried out and objective and scope would be checked by Sept. 2024. During the discussion in RAN1#116 bis , the following progress was achieved.
	Conclusion

From RAN1 perspective, the model transfer/delivery Case z2 is deprioritized at least for UE-sided model in Rel-19 due to the following reasons:

· Risk of proprietary design disclosure

· Burden of offline cross-vendor collaboration 

Conclusion

From RAN1 perspective, the model transfer/delivery Case z3 is deprioritized for Rel-19 due to the following reasons (compared to Case y):

· No much benefit compared to Case y

· Risk of proprietary design disclosure

· Large burden of offline cross-vendor collaboration

· Additional burden on model storage within in 3GPP network

Conclusion

· It is clarified that MI-Option 4 refers to the Option 1 of CSI compression

· Option 1: Fully standardized reference model (structure + parameters)

Agreement

From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)

· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions

· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)

· How model ID(s) is determined/assigned, e.g., 

· Alt.1: NW assigns Model ID

· Alt.2: UE assigns/reports Model ID

· Alt.3: Associated ID(s) is assumed as model ID(s)

· “Model ID is determined/assigned for each AI/ML model” in D is not needed

· Alt.4: Model ID is determined by pre-defined rule(s) in the specification

· FFS: how to report

· Note: D is to facilitate AI/ML model inference

· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.



In this contribution, we will continue the study of aspects related to model and data including the model transfer/delivery, model identification and UE-side data collection. Based on the discussion, our view will be shared accordingly.
2 Discussion
2.1 Model Delivery/Transfer
In Rel-18, model delivery/transfer was extensively investigated in both RAN1 and RAN2. In RAN1, different model delivery/transfer cases were identified and the observations on the feasibility, benefits and challenges for different cases were achieved as shown in Table 1, which is captured in TR 38.843. In RAN2, different model transfer/delivery solutions are identified and the pros/cons for each model transfer/delivery solution are analysed accordingly. But unfortunately, no recommendation on the model transfer/delivery was made. Thus, in Rel-19, the main task of the model transfer/delivery study is to investigate whether there is a need to consider standardised solutions. In the following part, we will analyse the necessity of standardised solutions for model transfer/deliver from RAN1 perspective. 
Table 1 Model transfer/delivery cases

	Case

Model delivery/transfer

Model storage location

Training location

y

model delivery (if needed) over-the-top.

Outside 3GPP Network

UE-side / NW-side / neutral site

z1

model transfer in proprietary format.

3GPP Network

UE-side / neutral site

z2

model transfer in proprietary format.

3GPP Network

NW-side

z3

model transfer in open format.

3GPP Network

UE-side / neutral site

z4

model transfer in open format of a known model structure at UE, i.e., an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support. 

3GPP Network

NW-side

z5

model transfer in open format of an unknown model structure at UE, i.e., any other model structure not covered in z4, including any model structure that is only partially known.

3GPP Network

NW-side

Note:
The definition of various Cases is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.

When a model of a known structure at UE (e.g., Case z4) is transferred from the Network, the new model being identified (e.g., via Type B2) has the same structure as a previously identified model at the Network and UE.

For model delivery/transfer to UE (for UE-side models and UE-part of two-sided models):

· Model delivery/transfer to UE, if feasible, may be beneficial to handle scenario/configuration specific (including site-specific configuration/channel conditions) models (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites), to reduce the device storage requirement.

· Model delivery/transfer to UE after offline compiling and/or testing may be friendlier from UE’s implementation point of view compared to the case without offline compiling and/or testing. On the other hand, the case without offline compiling and/or testing (that can update parameter with known model structure), may have benefit at least in terms of shorter model parameter update timescale.

· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.

· For model trained at network side, Case y (w/ NW-side training) and Case z2 may incur the burden of offline cross-vendor collaboration such as sending a model to the UE-side and/or compiling a model.

· For model trained at UE side/neutral site, Case z1 and Case z3 may incur the burden of offline cross-vendor collaboration to send the trained model from the UE-side to the network, compared to Case y (w/ UE-side training) which does not have such burden.

· Model storage at the 3GPP network, compared to storing the model outside the 3GPP network, may come with 3GPP network side burden on model maintenance/storage.

· Proprietary design disclosure concern may arise from model training and/or model storage at the network side compared to other cases (such as case y with UE side training) which does not have such issue.




For the AI model development, it can be trained on UE side, NW side or neutral site and the model format could be open format or proprietary format. For the AI models trained on UE side or neutral site, there are two possible options for the model delivery/transfer

· Option 1: Store the models in the OTT server and deliver the model to UE via 3GPP transparent way. In this case, the model format could be proprietary format to avoid on-device compiling, e.g., Case y with training location on UE side

· Option 2: During the SI discussion, there is also another case in which model is trained on UE side or neutral site and then the model is stored in the 3GPP network and then transferred to UE from 3GPP network e.g., case z3 and Case z1

Comparing these two options, option 1 is the natural way. While for option 2, offline coordination effort is needed between network side and UE side/neutral site and additional burden is incurred on the NW side for the model storage and management. Furthermore, if there is model update, larger time scale is needed compared with case in option 1. On the other hand, the benefits for option 2 are unclear. Thus, when the AI models are trained on UE side, Case z1 and Case z3 should be deprioritized considering the unbalanced pain and gain.  It is preferable to set Case y as the baseline. 

Observation 1: For the model trained by UE side or neutral site, the need to consider standardised solutions for transferring/delivering AI/ML model(s) is weak.
For the model deployed on the UE side, there is another direction to obtain the model, i.e., model is trained by network and network deliver or transfer the model to UE. Before discussing the details, we need to confirm the necessity for this direction. In our view, we see some benefits for this direction. One aspect is to ensure good compatibility for the two-sided model case. NW could train the whole model including encoder and decoder on NW side and transfer/deliver the encoder to the UE. Another scenario is the support of site/scenario-specific model development. For this case, NW could develop multiple models based on specific feature/ characteristics to pursue better performance. In addition, For the AI model training, two aspects are involved. One aspect is data and the other aspect is computation power. The network has huge amount of data in various conditions, which could help to develop AI models with good inference accuracy or good generalization capability. In addition, the network own very strong computation power and network is capable of developing excellent AI models. In addition, network could benefit a lot from good AI models as well. For example, for the CSI compression use case, a good encoder and decoder could enable more accurate CSI feedback and then it is possible for network to schedule more UEs in the same time-frequency resource. In this case, high spectrum efficiency is achieved on the network side. Considering these aspects, at least model delivery/transfer from network to UE should be studied. 
In the discussion, one concern for the model delivery/transfer is that it may disclose some proprietary development known-how. In our understanding, the model delivery/transfer is not mandatory, if the operator or network vendor have such concern, then AI model delivery/transfer service can be disabled in the network. While on the other hand, if some operators or network vendors are willing to share the AI models considering the potential benefits, then we don’t think we should block this way. Another concern for the model delivery/transfer is that most UEs don’t have the capability of compiling. To our knowledge, if the structure is pre-known on the UE side and only delivering the model parameters, compiling on the device side can be avoided.

Observation 2: It is beneficial to support that AI models are trained by the network and then delivered/transferred to UE.
For the AI models trained on the network side, there are two options for the model storage.  One option is model stored outside 3GPP network e.g., model stored in OTT server hosted by network.  And model is delivered via 3GPP signalling-transparent way i.e., case y with training location on NW side. For case y, to ensure the delivered model is compatible with UE’s hardware/software environment, it may require offline co-engineering between NW and UE side. For example, NW may send the trained model to UE side OTT server for model compiling and then send the complied model to each single UE. This operation may require much offline coordination effort and may incur larger time scale for model update. In addition, although the model delivery/transfer solution may be 3GPP transparent, certain assistance procedure or signalling is needed to assist the model delivery from the network OTT server to the UE. For example, signalling to trigger or request the model delivery or signalling to assist the connection establishment between UE and OTT server may be needed. From that sense, standardization work is needed for option 1. 
Observation 3: For Case y with NW side training
· Large offline-coordination effort is required 
· Large time-scale for model update 

· Potential specification effort on the assistance signalling/procedure for the model transfer/delivery is necessary
Another option for model trained on network side is that model is stored within 3GPP network and delivered via non-transparent way, i.e., case z2, case z4 and case z5. In addition, case z4 and case z5 are deprioritized in previous meetings and now we only focus on case z4 for further study. For case z4, one key issue is how to achieve the purpose of known structure between NW and UE. There are two possible ways. One is aligning the model structure between UE and NW via offline coordination and another is to define reference model via specification. 

Observation 4: For case z4, the following two options are possible for the model structure alignment between NW and UE

· Option 1: Via offline coordination

· Option 2: Via specified reference model  

For option 1, offline coordination effort is required. Option 2 could avoid the offline coordination effort. While some one may argue the standardization effort for Option 2. But in our understanding, the effort is worthwhile. Currently, RAN4 also encounter some issues for test, especially for the two-sided case. Defining reference AI model could help TE vendor to design the test, especially for two-sided model case. Considering this aspect, we suggest to prioritize the further study of Case z4 with specified reference model 

Observation 5: 

· For Case z4 with offline coordinated model structure, offline co-ordination effort is required 
· For Case z4 with specified reference model, additional specification effort is required. But on the other hand, it could further facilitate the test for RAN4 

Proposal 1: Consider standardised solutions for model transfer/delivery at least for the case that AI models are trained on network side.

Proposal 2: When the AI models are developed by the network side, prioritize investigating model transfer/delivery solution case z4 with specified model structure 
2.2 Model identification
Discussion on Type B MI-Option 1

For MI-Option 1, the detailed example procedure was agreed during last RAN1# 116 bis meeting. As illustrated in the agreement, for the purpose of network additional condition consistency, step A/B/C and additional interaction of associated IDs between UE and NW without model identification could work as well. 
 Besides network additional condition consistency, we see other benefits such as notifying the potential processing interruption or reducing network burden in handling the additional condition. 
· Without model identification, network can only manage the AI operation based on functionality and the model operation e.g., model switch or model update on UE side is transparent to network. While, model switch would incur addition processing time and that would interrupt the AI operation. Then the network is unware of such interruption without model identification.
· For one functionality, a set of network additional condition would be associated. Then to facilitate the functionality control e.g., activation or fallback, it is helpful for the network know the set of associated network additional control. While, due to different implementation among different UE vendors, the associated additional condition would quite different. In this case, the network has to manage the associated additional condition per UE since the associated additional condition of the same functionality would be different among different UE that would be a huge burden. With model identification, the network could manage the associated additional condition per model rather than per UE, which would reduce the network burden.
Thus, we consider MI Option 1 is still necessary 

Observation 6: Compared with approach of step A/B/C and additional interaction of associated IDs between UE and NW , MI-Option 1 is still beneficial considering the following aspects 

· Potential processing interruption management

· Reducing network burden in handling the additional condition

For MI-Option 1, the possible application scenario is one-side model training or fine-tuning. While for the two-sided model separate training, the required data set not only contains the input and output but also certain intermediate parameters during training. Thus, MI-Option 1 is not sufficient for the separate training of the two-sided model.

Observation 7: MI-Option 1 is applicable to one-sided model 

Another issue is the relationship between associated ID and model ID. Generally, there are two options for the relationship between model ID and associated ID
· Option 1: The assigned associated ID is equivalent to the model ID, i.e., model ID is assigned during the data collection or the data transfer

· Option 2: The data set ID/configuration ID is different from the model ID.

The key difference between these two options is whether model ID would be determined during data collection or dataset transfer and whether additional procedure is needed after the model development. In our view, option 2 is more preferable considering the following reason:

· Option 2 offers more development freedom on device side. For example, if generalization is pursued, then more than one datasets can be utilized. On the other hand, if finer inference performance is pursued, multiple models may be developed and each model is developed based a part of the data set considering different UE additional condition. Generally speaking, option 2 leaves more freedom on the device side to develop model by using one or more data sets to balance the inference performance and generalization
· Even with the same data set, the achieved performance may be different among different vendors or devices. In addition, due to different hardware or software implementations, the processing time for the model activation or switching would be different as well. In this case, Option 1 cannot reflect these differences and would make trouble on the model management on network side.

Proposal 3: The associated ID is not equivalents to the model ID

Discussion on Type B MI-Option 2: 
For MI-Option 2, we consider it can be applied to the one-sided model development and the two-sided model development. If it applies to the two-sided model development, both model input, output and the intermediate parameters during training are included in the dataset. As for the detailed procedure, it is quite similar to the procedure in MI-Option 1.

· Step 1: NW transfers the dataset to UE and dataset ID is assigned. 

· Step 2: UE develops the model based on the collected data. Possibly, UE could develop one AI model based on one dataset or multiple datasets. 

· Step 3: UE side reports the existence of the model together with the associated with data set ID and other meta information

· Step 4: NW assigns the model ID to the model

· Step 5: UE reports the model ID to indicate the availability of the model

Proposal 4: For MI-Option 2
· It can be applied to both one-sided model and two-sided model, if it is supported
· The following procedure can be considered 

· Step 1: NW transfers the dataset to UE and dataset ID is assigned. 

· Step 2: UE develops the model based on the collected data. Possibly, UE could develop one AI model based on one dataset or multiple datasets.

· Step 3: UE side reports the existence of the model together with the associated with dataset ID and other meta information

· Step 4: NW assigns the model ID to the model

· Step 5: UE reports the model ID to indicate the availability of the model
Discussion on Type B MI-Option 3: 
For this option, it can be applied to the case of model transfer/delivery from network to UE. The model identification and model transfer/delivery could be in the same procedure or separate procedure as shown in Figure 1.
Option 1: 

· Step 1: model identification from NW to UE, in this step meta information and model ID would be shared 

· Step 2: UE confirms the model transfer or delivery 

· Step 3: Model transfer/delivery from NW to UE 

· Step 4: UE reports the model ID to indicate the availability of the model

Option 2:

· Step 1: NW delivers the AI model along with the associated meta information and model ID 

· Step 2: UE reports the model ID to indicate the availability of the model

[image: image1.png]Moflel identification (Meta info.+ modpl ID) AT model
+meta.info. +Model ID
Confirmation
Model delivery/transfer

Option 1: separate procedure for model Option 2: model identification and model
identification and model delivery/transfer delivery/transfer in the same procedure




Figure 1 Relationship between model identification and model transfer/delivery
In the first option, model identification could be prerequisite for the model transfer/delivery. Network could firstly trigger the model identification procedure. During this procedure network could notify the meta information of the model and model ID. On the UE side, UE could determine whether to accept the model delivery/transfer based on its status. Once UE determine to accept the model delivery/transfer, UE could prepare for the reception of new model. Comparing these two possible options, we slightly prefer separate procedure for the model identification and model transfer/model delivery. In this case, UE could get the information of model to be delivered in advance and more flexibility is afforded to determine whether to accept the model. In addition, UE could also make preparation of the model reception in advance, which is also more friendly to the UE implementation.
Proposal 5: Consider the following procedure for MI-Option 3
· Step 1: model identification from NW to UE, meta information and model ID would be shared 

· Step 2: UE confirms the model transfer or delivery 

· Step 3: Model transfer/delivery from NW to UE 
· Step 4: UE reports the model ID to indicate the availability of the model
Discussion on Type A Model identification
For the whole procedure, data set construction is also needed for type A model identification before model development. For the dataset, it can be obtained by offline coordination or collected by UE. For the case of data collection by UE, the associated ID can be ultilized as well to categorize the collected data. The procedure of model identification is performed via offline and is out of RAN scope at least. After the model identification, reporting the availability of model from UE side is also needed.  The following detailed procedure can be considered. 

Step 1: Data set construction 

· Option 1: Dataset is obtained via offline coordination

· Option 2: Via data collection from UE 
Step 2:

· Train/Update the AI model offline

Step 3:
· UE side reports the model information offline. The reported information may include model input, output, associated network additional condition, performance and potential processing time for model activation or switch

· NW side assigns the model ID for this model to UE side offline

Step 4:

· UE reports the model ID to network to indicate the availability of the model

For Type A model identification, the benefit is less over-the-air signalling overhead and the standardization impact is minimal. While on the other hand, offline coordination effort would be required in this model identification type. 

Proposal 6 : Consider the following procedure for Type A model identification

· Step 1: Data set construction 

· Option 1: Dataset is obtained via offline coordination

· Option 2: Via data collection from UE 

· Step 2:

· Train/Update the AI model offline

· Step 3:

· UE side reports the model information offline. The reported information may include model input, output, associated network additional condition, performance and potential processing time for model activation or switch

· NW side assigns the model ID for this model to UE side offline

· Step 4:

· UE reports the model ID to network to indicate the availability of the model

Proposal 7: Associated ID can be considered for data collection for type A model identification 
2.3 UE-side data collection
For the UE-side data collection, there are two tasks. One is to identify the corresponding contents of UE data collection and the other is to further study UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2). The task RAN1 can handle is to identify the corresponding contents of UE data collection. For the data collection, RAN1 has provided the LS reply regarding the data collection to RAN2 during SI in R1-2310681. In the LS reply, the data collection content, latency requirement and potential size per sample is included.  It can be set as the baseline in RAN2 discussion. There is also some part with uncertainty e.g., assistance information, it can be discussed per use case. 
Proposal 8: The data content and related information included in RAN1 LS (R1-2310681) to RAN2 can be set as baseline
3 Conclusion
In this contribution, we have discussed the aspects related to model and data. Based on the discussion, the following observation and proposals are made. 

Observation 1: For the model trained by UE side or neutral site, the need to consider standardised solutions for transferring/delivering AI/ML model(s) is weak.
Observation 2: It is beneficial to support that AI models are trained by the network and then delivered/transferred to UE.
Observation 3: For Case y with NW side training
· Large offline-coordination effort is required 

· Large time-scale for model update 

· Potential specification effort on the assistance signalling/procedure for the model transfer/delivery is necessary
Observation 4: For case z4, the following two options are possible for the model structure alignment between NW and UE

· Option 1: Via offline coordination

· Option 2: Via specified reference model  

Observation 5: 

· For Case z4 with offline coordinated model structure, offline co-ordination effort is required 
· For Case z4 with specified reference model, additional specification effort is required. But on the other hand, it could further facilitate the test for RAN4 
Observation 6: Compared with approach of step A/B/C and additional interaction of associated IDs between UE and NW, MI-Option 1 is still beneficial considering the following aspects 

· Potential processing interruption management

· Reducing network burden in handling the additional condition

Observation 7: MI-Option 1 is applicable to one-sided model 

Proposal 1: Consider standardised solutions for model transfer/delivery at least for the case that AI models are trained on network side.

Proposal 2: When the AI models are developed by the network side, prioritize investigating model transfer/delivery solution case z4 with specified model structure 
Proposal 3: The associated ID is not equivalents to the model ID

Proposal 4: For MI-Option 2
· It can be applied to both one-sided model and two-sided model, if it is supported
· The following procedure can be considered 

· Step 1: NW transfers the dataset to UE and dataset ID is assigned. 

· Step 2: UE develops the model based on the collected data. Possibly, UE could develop one AI model based on one dataset or multiple datasets.

· Step 3: UE side reports the existence of the model together with the associated with dataset ID and other meta information

· Step 4: NW assigns the model ID to the model

· Step 5: UE reports the model ID to indicate the availability of the model
Proposal 5: Consider the following procedure for MI-Option 3
· Step 1: model identification from NW to UE, meta information and model ID would be shared 

· Step 2: UE confirms the model transfer or delivery 

· Step 3: Model transfer/delivery from NW to UE 
· Step 4: UE reports the model ID to indicate the availability of the model
Proposal 6 : Consider the following procedure for Type A model identification

· Step 1: Data set construction 

· Option 1: Dataset is obtained via offline coordination

· Option 2: Via data collection from UE 

· Step 2:

· Train/Update the AI model offline

· Step 3:

· UE side reports the model information offline. The reported information may include model input, output, associated network additional condition, performance and potential processing time for model activation or switch

· NW side assigns the model ID for this model to UE side offline

· Step 4:

· UE reports the model ID to network to indicate the availability of the model

Proposal 7: Associated ID can be considered for data collection for type A model identification 
Proposal 8: The data content and related information included in RAN1 LS (R1-2310681) to RAN2 can be set as baseline
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