[bookmark: _GoBack]3GPP TSG RAN WG1 #117   	 	  	                 R1-2404549
Fukuoka City, Fukuoka, Japan, May 20th – 24th, 2024
Agenda item:		9.1.3.3
Source:		LG Electronics
Title:			Discussion on other aspects of AI/ML model and data
Document for:	Discussion and Decision
Introduction
In this contribution, we discuss on the following study objectives described in the WID[1].
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
(omitted)
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 



Discussion
Work split between RAN1 and RAN2
First of all, we should keep in mind that RAN2 is the primary WG for the objectives. The first and third objectives regarding model identification and model transfer/delivery were led by RAN1 in Rel-18 but the related discussion was not efficient since these topics are more relevant to RAN2 expertise (e.g. registration, signaling/transmission between NW entities). 
Observiation#1. Studies on model identification and delivery/transfer were led by RAN1 in Rel-18 but decided to switch to RAN2 in Rel-19 due to discussion inefficiency caused by lack of expertise.
The second objective is corresponding to a remaining work in RAN2 in Rel-18. Thus, we see nothing to do in RAN1 except for use-case-specific details on training data collection, i.e. the only first sub-objective is relevant to RAN1. 
Observiation#2. The second objective is corresponding to a remaining work in RAN2 in Rel-18. 
Based on above observations, investigating more signaling/procedure details in RAN1 may result in another repeating debates on work scope that could end up with no meaningful results. Thus, we suggest to define work split of RAN1 and RAN2 clearly before diving into this topic.
Proposal#1. Work split between RAN1 and RAN2 should be clearly defined on this agenda.    
In our view, further clarification/definition of types/categories should be discussed in RAN2 not in RAN1 such as model identification types (e.g. A/B/C) and model delivery/transfer types (e.g. z1/z2/z3/z4/z5). On this, RAN1 may provide use-case specific details to RAN2 such as signaling contents, estimated payload size, latency requirements, etc. 
Proposal#2. RAN1 should not work on further elaboration on types/categories on model identification and model delivery/transfer.
Based on discussion in RAN plenary and guidance from RAN1 chairman, the discussion in RAN1 should be focused on ‘the necessity of model identification’ and ‘the necessity of model transfer’ for the first and third objectives.

Model identification and LCM
On this topic, the following agreements and observation were made in previous meetings.
	Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded
Observation
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring
Agreement
· Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion
Agreement
From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)
· How model ID(s) is determined/assigned, e.g., 
· Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
· FFS: how to report
· Note: D is to facilitate AI/ML model inference
· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.




During the discussion, some companies think that model ID may not be assigned for model identification and other ID such as dataset ID or consistency ID can be used instead of the model ID. As clarified during offline discussion in RAN1#116 and RAN1#116bis, model identification process is for assigning model ID between NW and UE, thus the model ID is what ‘must’ be assigned during model identification. For approaches that do not require model ID, they do not belong to ‘model identification’. Rather, they belong to functionality identification, e.g. functionality identification with dataset or consistency identification. Thus, we propose to clarify this point to align companies’ understanding.
Proposal#3. Clarify that any LCM that does not require assigning model ID belongs to functionality-based LCM.
With regard to the last agreement related to AI-Example1, Step A/B/C seems sufficient for UE-sided model, where the procedure without Step D is considered as functionality-based LCM. We should note that Step A/B/C is currently under discussion within WI scope, e.g. captured in the agreement in RAN1#116bis for AIML-BM, where LCM for AIML-BM is assumed as functionality-based LCM by RAN2.
Proposal#4. In AI-Example1, Step A/B/C are sufficient for UE-sided model to address the consistency issue between training and inference.
Step D may be useful for two-sided model for model pairing between NW and UE but not for UE-sided model. In addition, the Alt3 of Step D in the examples needs to be clarified how associated ID and each UE-sided model can be one-to-one mapped. 
Proposal#5. For AI-Example1, Step D may be useful for two-sided model for model pairing but not for UE-sided model. In addition, the Alt3 of Step D in the examples needs further clarification on how to ensure one-to-one mapping between associated ID and each UE-sided model.
On the necessity of model identification and LCM, our view is that they are necessary for model transfer (if supported) and two-sided model cases (if supported). For one-sided model cases, model should not be visible in specification to give more freedom for model implementation. For scenario/site-specific models, specification enhancement can be considered under functionality-based LCM framework, e.g. NW to provide information/indicator for UE to get a hint for the scenario/site, dataset identification, or consistency indication, etc.
Proposal#6. On the necessity of model identification and model-based LCM, conclude that
· they are necessary for model transfer (if supported) and two-sided model cases (if supported).
· they are not necessary for one-sided model cases. 
· for one-sided model cases, other means to provide information/indication for scenario/site-specific models can be considered under functionality-based LCM framework.

UE-sided model training data collection
As observed in previous section, this topic corresponds to a remaining work from RAN2. RAN1 may progress on the first sub-objective (yellow-highlighted):
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
The sub-objective, however, is somehow already being discussed in each sub-agenda, i.e. BM/Positioning/CSI, thus we see no need on having separate discussion on this agenda.
Proposal#7. RAN1 to discuss contents for UE-sided model training data collection in each sub-use-case agenda. Thus, no need to discuss in this agenda.

Model delivery/transfer
As proposed in previous section, RAN1 should not work on further elaboration on types/categories on model delivery/transfer. In RAN1#116 and RAN1#116bis, it was concluded that the model transfer/delivery Case z2, z3, and z5 are deprioritized for Rel-19 from RAN1 perspective. In our view, given that the analysis was already done in Rel-18 as captured below, it would be more valuable to discuss how to address key challenges of model transfer such as offline cross-vendor collaboration, model storage requirements, and proprietary design disclosure issues by proponent companies. 
	Agreement
For model delivery/transfer to UE (for UE-side models and UE-part of two-sided models):
· Model delivery/transfer to UE, if feasible, may be beneficial to handle scenario/configuration specific (including site-specific configuration/channel conditions) models (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites), to reduce the device storage requirement.
· Model delivery/transfer to UE after offline compiling and/or testing may be friendlier from UE’s implementation point of view compared to the case without offline compiling and/or testing. On the other hand, the case without offline compiling and/or testing (that can update parameter with known model structure), may have benefit at least in terms of shorter model parameter update timescale.
· For model trained at network side, Case y (w/ network-side training) and Case z2 may incur the burden of offline cross-vendor collaboration such as sending a model to the UE-side and/or compiling a model.
· For model trained at UE side/neutral site, Case z1 and Case z3 may incur the burden of offline cross-vendor collaboration to send the trained model from the UE-side to the network, compared to Case y (w/ UE-side training) which does not have such burden.
· Model storage at the 3gpp network, compared to storing the model outside the 3gpp network, may come with 3gpp network side burden on model maintenance/storage.
· Proprietary design disclosure concern may arise from model training and/or model storage at the network side compared to other cases (such as case y with UE side training) which does not have such issue.



Proposal#8. Focus on discussing the key challenges of model transfer such as offline cross-vendor collaboration, model storage requirements, and proprietary design disclosure issues, instead of further comparing pros/cons of different model transfer cases. 

Conclusion
In this contribution, the following proposals and observations are provided.
Observiation#1. Studies on model identification and delivery/transfer were led by RAN1 in Rel-18 but decided to switch to RAN2 in Rel-19 due to discussion inefficiency caused by lack of expertise.
Observiation#2. The second objective is corresponding to a remaining work in RAN2 in Rel-18. 

Proposal#1. Work split between RAN1 and RAN2 should be clearly defined on this agenda.    
Proposal#2. RAN1 should not work on further elaboration on types/categories on model identification and model delivery/transfer.
Proposal#3. Clarify that any LCM that does not require assigning model ID belongs to functionality-based LCM.
Proposal#4. In AI-Example1, Step A/B/C are sufficient for UE-sided model to address the consistency issue between training and inference.
Proposal#5. For AI-Example1, Step D may be useful for two-sided model for model pairing but not for UE-sided model. In addition, the Alt3 of Step D in the examples needs further clarification on how to ensure one-to-one mapping between associated ID and each UE-sided model.
Proposal#6. On the necessity of model identification and model-based LCM, conclude that
· they are necessary for model transfer (if supported) and two-sided model cases (if supported).
· they are not necessary for one-sided model cases. 
· for one-sided model cases, other means to provide information/indication for scenario/site-specific models can be considered under functionality-based LCM framework.
Proposal#7. RAN1 to discuss contents for UE-sided model training data collection in each sub-use-case agenda. Thus, no need to discuss in this agenda.
Proposal#8. Focus on discussing the key challenges of model transfer such as offline cross-vendor collaboration, model storage requirements, and proprietary design disclosure issues, instead of further comparing pros/cons of different model transfer cases. 
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