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Introduction
In RAN#102, a decision was made to extend RAN1 study on AI/ML for NR air-interface until September 2024. Also, in RAN#103, modification for study objectives were agreed [1] as captured below:
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· For CSI prediction (UE-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 



This contribution discusses on further study on CSI prediction. 
Discussion
Evaluation methodology
2.1.1. Channel estimation error 
  In the last meeting, conclusions regarding on evaluation methodology for channel estimation error and phase discontinuity were made. 
	Conclusion
Consider error modelling in TR36.897 Table A.1-2 as a baseline if channel estimation error is modeled.
· Other modelling is not precluded, and companies should report how to model channel estimation error if other modelling is considered. 




In error modelling in TR36.897 [2] as captured below, amount of error is modelled as inversely proportional to SINR. 
	SRS error modelling
	
, according to [5][6] - Note

	







	is the estimated channel, is the channel response in frequency domain, is the white complex Gaussian variables with zero mean and variance , is the scaling factor . The details of calculation on  should be provided by each company and additional factors (e.g, SRS interference due to UL traffic, non-perfect open loop power control, UE TX antenna gain imbalance modelling) may be considered. where,


This means UEs with good geometry will experience low level of channel estimation error while UEs with poor geometry will suffer from strong channel estimation error. Therefore, when investigating the impact of channel estimation error, performance comparison of 5% UE UPT, mean UE UPT and 95% UE UPT can be considered. 
Proposal #1: For performance comparison with respect to channel estimation error, compare performance of 5% UE UPT, median UE UPT and 95% UE UPT. 

2.1.2. Cell/site specific model evaluation
In RAN1 #116, there was a discussion regarding cell/site specific model evaluation, and the following agreement was made.  
	Agreement
For the evaluation of AI/ML-based CSI prediction using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.
· Option 2: By using a scenario/configuration specific to the local region. 
· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.

Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.



During the meeting, there were several options in the discussion including field dataset and ray tracing model, but it was narrow-downed to two options above. For given limited time, it is preferred to consider further down-selection between two options. Option 1 is based on the spatial consistency modelling defined in TR 38.901 [3], so how to drop the UEs in local region can be further discussed if option 1 is supported. Since the evaluation can be performed in limited environments, concern on overfitting was raised by some companies. To address this issue, different drops can be applied in training and inference or careful dataset division between training and inference needs to be considered in the same drop.
Option 2 is simple approach to evaluate localized channel model, but many evaluation assumptions among companies should be aligned, which may require lengthy debate. For example, LOS/NLOS ratio is determined by LOS probability according to the deployment scenarios in TR 38.901. Each deployment scenario has different probability function of UE distance from gNB. Thus, how to modify this formula for localized model can be questionable. Also, for TxRU mapping, it should be determined how many antenna ports and elements are additionally introduced and how to do TxRU virtualization (e.g., whether it is subarray model and full connected model). Therefore, we have slight preference on Option 1 if cell/site specific model is considered. 
Proposal #2: Prefer option 1 (spatial consistency based) for cell/site specific model evaluation which is optional evaluation. 

Potential specification impact
2. 
2.1. 
2.2. 
2.2.1. Performance monitoring
In the last meeting, there was discussion on details of performance monitoring types, and it was agreed to further study on the following issues as captured below. 
	Agreement @RAN1#114
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 

Agreement@RAN1#116bis
For performance monitoring for functionality-based LCM, further study on details of type 1,2 and 3, e.g., potential specification impact, pros/cons aspects. 
· To clarify the boundary between type 1 and type 3
· To clarify definition of monitoring output and performance metric



First,  we provide our view on  potential specification impact and pros/cons of each performance monitoring type. For Type 1 performance monitoring, the UE needs to directly calculate the performance metric as UE can have full information of all measurements from CMR/IMR and/or monitoring RS if configured. Therefore, the accuracy of performance monitoring metric based at least on intermediate KPI and/or data distribution is higher than Type 2 performance monitoring. Note that model switching/update depending on the performance monitoring can be done transparently to NW. For the decision of functionality fallback by NW, UE can report performance monitoring output periodically with larger periodicity or it can be reported in a UE initiated manner. In this case, the definition of monitoring output should be discussed. For instance, it can be monitoring metric or monitoring accuracy/confidence level or recommendation for functionality fallback, etc. 
 In Type 2 performance monitoring, NW directly calculates performance metrics, and then NW makes decision on functionality fallback and/or model switching/update if needed based on UE reporting of predicted CSI and/or ground truth CSI. For ground truth CSI reporting, it should be discussed which format/type of ground truth CSI and feedback mechanism can be employed. Normally, compared to Type 1/3 performance monitoring, it is expected to have larger payload in order for carrying ground truth CSI. Also, due to quantization loss for both predicted CSI and/or ground truth CSI, the accuracy of performance monitoring can be lower than Type 1 performance monitoring. 
Type 3 performance monitoring is somewhere between Type 1 and Type 3. Also, in Type 3 performance monitoring, which types of monitoring metric can be used should be discussed and needed specification support. Based on above discussion, Observation #1 summarizes potential specification impact and pros and cons of each performance monitoring type. 

Observation #1: Potential specification impact and the pros and cons of each type are summarized as follows
	
	Pros
	Cons
	Specification impact

	Type 1
	1) Less reporting payload compared to Type 2,
2) Accurate performance monitoring metric can be calculated
	1) Increased UE implementation complexity compared to Type 2
	1) Definition of monitoring metric and output, 
2) How to report monitoring output to NW.

	Type 2
	1) Existing CSI reporting mechanism can be reused for carrying ground truth CSI if supported
	1) Larger reporting payload in order for carrying ground truth CSI if supported, 
2) Less accurate monitoring performance compared to Type 1
	1) Whether and how to report ground truth CSI 
2) Format/type of ground truth CSI

	Type 3
	1) Less reporting payload compared to Type 2
	1) Less accurate monitoring performance compared to Type 1
	1) Which types of monitoring metric can be used
2) How to report monitoring metric to NW.



To clarify the boundary between type 1 and type 3, the monitoring output and performance metric should be clearly defined. In type 1, the monitoring output is information that can be utilized by NW's fallback decision based on the results obtained from performance metrics. Therefore, it can be monitoring accuracy/confidence level or recommendation for functionality fallback or performance monitoring metric. However, in type 3, NW relies only on reported performance monitoring metric to make fallback decision where several candidates for monitoring metric including intermediate KPI (e.g., SGCS, NMSE), eventual KPI (e.g., throughput, BLER, etc.) and input/output distribution were captured in TR 38.843 [4]. Therefore, Type 3 can be a special case of Type 1 performance monitoring depending on the definition of monitoring output, so RAN1 should discuss the definition of monitoring output first. 
For the definition of monitoring output, as mentioned above, it can be accuracy/confidence level of model or recommendation for functionality fallback or performance monitoring. For model accuracy/confidence level can be calculated/estimated by UE implementation and it can be reported as a form of soft value in [0, 1]. For recommendation for functionality fallback, 1-bit indicator seems sufficient, so it can save monitoring feedback overhead compared to other candidates. Lastly, for monitoring metric, it should be discussed whether or not to support monitoring metrics other than intermediate KPI.

Observation #2: Type 3 performance monitoring can be a special case of Type 1 performance monitoring depending on the definition of monitoring output.
Proposal #3: Discuss the definition of monitoring output. For example, monitoring output can include
· accuracy/confidence level of model
· recommendation for functionality fallback
· performance monitoring.

2.2.2. Inference and related CSI reporting
  In the last meeting, legacy feedback mechanism using codebook type set to “typeII-Doppler-r18” is a starting point of discussion. 
	Agreement
· At least for inference, for UE-sided model based CSI prediction, legacy feedback mechanism using codebook type set to “typeII-Doppler-r18” is a starting point of discussion. Study the necessity and potential specification impacts including at least following aspects:
· CSI processing criteria and timeline


As shown above, UE-sided model based CSI prediction, CSI processing criteria and timeline (e.g., the required number and/or occupation time of CPUs, the values of Z/Z’, and total number active/simultaneous CSI-RS resource/ports) needs to be further studied. To do this, Rel-18 CSI processing criteria and timeline can be revisited. In Rel-18, for the number of occupied CPU, for P/SP CSI-RS,  is a function of N4 (length of DD basis) and scaling factor which can be reported via UE capability. Similarly, for AP CSI-RS,  is a function of K (# of CSI-RS burst) and scaling factor which can be reported via UE capability. For Z/Z’ of Rel-18, offset value is added on top of Z/Z’ of Rel-17 where offset value is determined based on CSI-RS configuration/periodicity. In case of AI/ML based CSI prediction, it should be determined first whether legacy CSI processing criteria and timeline is sufficient or not. If not, new UE capabilities and/or offset value can be introduced to relax the number of CPU occupancy and/or Z/Z’. However, this UE capability issue can be work item phase discussion, so it can be further discussed and determined in work item phase. 
Proposal #4: Study whether legacy CSI processing criteria and timeline (e.g., the required number and/or occupation time of CPUs, the values of Z/Z’, and total number active/simultaneous CSI-RS resource/ports) is sufficient or not. 

Another issue regarding on legacy feedback mechanism is whether there is a need for improvement/refinement of Rel-18 CSI. Although it is not an AI/ML specific issue, feedback performance should be investigated as prediction gain can be absorbed by codebook compression gain. For example, in Rel-18, the number of DD bases is limited to 2 which may not be sufficient to compression multiple predicted CSIs. So, further refinement/enhancement may be needed. 
Proposal #5: Further study whether there is a need for improvement/refinement of Rel-18 CSI feedback mechanism.


Conclusion
In this contribution, it is discussed on remaining issues about Study on CSI prediction. 
Observation #1: Potential specification impact and the pros and cons of each type are summarized as follows
	
	Pros
	Cons
	Specification impact

	Type 1
	1) Less reporting payload compared to Type 2,
2) Accurate performance monitoring metric can be calculated
	1) Increased UE implementation complexity compared to Type 2
	1) Definition of monitoring metric and output, 
2) How to report monitoring output to NW.

	Type 2
	1) Existing CSI reporting mechanism can be reused for carrying ground truth CSI if supported
	1) Larger reporting payload in order for carrying ground truth CSI if supported, 
2) Less accurate monitoring performance compared to Type 1
	1) Whether and how to report ground truth CSI 
2) Format/type of ground truth CSI

	Type 3
	1) Less reporting payload compared to Type 2
	1) Less accurate monitoring performance compared to Type 1
	1) Which types of monitoring metric can be used
2) How to report monitoring metric to NW.


Observation #2: Type 3 performance monitoring can be a special case of Type 1 performance monitoring depending on the definition of monitoring output.
Proposal #1: For performance comparison with respect to channel estimation error, compare performance of 5% UE UPT, median UE UPT and 95% UE UPT. 
Proposal #2: Prefer option 1 (spatial consistency based) for cell/site specific model evaluation which is optional evaluation. 
Proposal #3: Discuss the definition of monitoring output. For example, monitoring output can include
· accuracy/confidence level of model
· recommendation for functionality fallback
· performance monitoring.
Proposal #4: Study whether legacy CSI processing criteria and timeline (e.g., the required number and/or occupation time of CPUs, the values of Z/Z’, and total number active/simultaneous CSI-RS resource/ports) is sufficient. 
Proposal #5: Further study whether there is a need for improvement/refinement of Rel-18 CSI.
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