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[bookmark: _Toc120549591]Introduction
Rel-19 NR AI/ML for Air Interface WI was approved in [1], we will discuss the following objectives in this contribution. 
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· [bookmark: _Hlk152950038]For CSI prediction (UE-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 




Evaluation on AI/ML based CSI prediction
Model description for CSI prediction
The AI based CSI prediction is to predict future CSI(s) in prediction window, based on the historic CSI(s) in the measurement window. So, the input of AI model can be some historic CSI(s) and the output can be the future CSI(s). 
In this contribution, we use 15 historic CSI samples to predict the 16th in time domain. Therefore, the measurement window length in time intervals is 15 and the prediction window length in time intervals is 1.
The time interval between two CSIs is 5ms and the CSI information is the full channel in one RB. A full connected based AI model is applied here, and the parameter N in this AI model equals to 128. The detailed model description is shown below:


Fig.1 AI model structure for CSI prediction

Preliminary results for CSI prediction with intermediate KPI
In this evaluation, the nearest historic CSI is used as the baseline. The SGCS of eigenvectors of channel data sample is calculated between the predicted CSI(s) and the ground-truth CSI for AI based CSI prediction, while the SGCS between the nearest historic CSI and the ground-truth CSI is used for non-prediction baseline.
In our evaluation, the UE speed is set as 10, 20, 30 and 60km/h. The training dataset and the test dataset are generated with the same UE speed. 
The preliminary results when Observation window = 5/5ms are shown below. It can be observed that:
1) The AI based CSI prediction can achieve very high prediction accuracy compared with baseline non-prediction. There are about 3.67%~10.81% prediction accuracy gains over baseline non-prediction in terms of SGCS. 
2) The performance of both baseline (without CSI prediction) and AI based CSI prediction will decrease when UE moves faster. 

Table 1. [bookmark: _Hlk166238723]Evaluation results for CSI prediction without model generalization/scalability-Observation window = 5/5ms
	
	
	1
	2
	3
	4

	AI/ML model description
	AL/ML model backbone
	Full connection block
	Full connection block
	Full connection block
	Full connection block

	
	Pre-processing
	Normalization
	Normalization
	Normalization
	Normalization

	
	Post-processing
	
	
	
	

	
	FLOPs/M
	1.588
	1.588
	1.588
	1.588

	
	Parameters/M
	0.794
	0.794
	0.794
	0.794

	
	Storage /Mbytes
	
	
	
	

	
	Input type
	Channel matrix
	Channel matrix
	Channel matrix
	Channel matrix

	
	Output type
	Channel matrix
	Channel matrix
	Channel matrix
	Channel matrix

	Assumption
	UE speed
(km/h)
	10
	20
	30
	60

	
	UE distribution (Baseline: 100% outdoor, Optional: 80% indoor, 20% outdoor)
	100% outdoor
	100% outdoor
	100% outdoor
	100% outdoor

	
	CSI feedback periodicity
	5ms
	5ms
	5ms
	5ms

	
	Observation window (number/distance)
	5/5ms
	5/5ms
	5/5ms
	5/5ms

	
	Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance)
	1/5ms/5ms
	1/5ms/5ms
	1/5ms/5ms
	1/5ms/5ms

	
	Whether/how to adopt spatial consistency
	No
	No
	No
	No

	
	Whether/how channel estimation error is modelled
	No
	No
	No
	No

	
	Whether/how phase discontinuity is modelled
	No
	No
	No
	No

	
	Methods used to handle the phase discontinuity (if applied)
	/
	/
	/
	/

	
	Codebook type for CSI report
	Rel-16 eType
	Rel-16 eType
	Rel-16 eType
	Rel-16 eType

	Dataset size
	Train/k
	156.46
	156.46
	156.46
	156.46

	
	Test/k
	10
	10
	10
	10

	Benchmark 1
	Nearest historical CSI w/o prediction
	Nearest historical CSI w/o prediction
	Nearest historical CSI w/o prediction
	Nearest historical CSI w/o prediction

	SGCS of benchmark 1 (1,…N, N is number of prediction instances)
	0.9505
	0.8775
	0.8124
	0.7606

	SGCS-Absolute value/gain% over benchmark 1 (1,…N, N is number of prediction instances)
	0.9854 (3.67%)
	0.9547 (8.80%)
	0.9002 (10.81%)
	0.7885 (3.67%)



The preliminary results when Observation window = 15/5ms are shown below. It can be observed that:
1) The AI based CSI prediction can achieve very high prediction accuracy compared with baseline non-prediction. There are about 3.26%~16.74% prediction accuracy gains over baseline non-prediction in terms of SGCS. 
2) The performance of both baseline (without CSI prediction) and AI based CSI prediction will decrease when UE moves faster. 
Table 2. [bookmark: _Hlk162969832]Evaluation results for CSI prediction without model generalization/scalability-Observation window = 15/5ms
	
	
	1
	2
	3
	4

	AI/ML model description
	AL/ML model backbone
	Full connection block
	Full connection block
	Full connection block
	Full connection block

	
	Pre-processing
	Normalization
	Normalization
	Normalization
	Normalization

	
	Post-processing
	
	
	
	

	
	FLOPs/M
	1.589
	1.589
	1.589
	1.589

	
	Parameters/M
	0.797
	0.797
	0.797
	0.797

	
	Storage /Mbytes
	
	
	
	

	
	Input type
	Channel matrix
	Channel matrix
	Channel matrix
	Channel matrix

	
	Output type
	Channel matrix
	Channel matrix
	Channel matrix
	Channel matrix

	[bookmark: _Hlk162969099]Assumption
	UE speed
(km/h)
	10
	20
	30
	60

	
	UE distribution (Baseline: 100% outdoor, Optional: 80% indoor, 20% outdoor)
	100% outdoor
	100% outdoor
	100% outdoor
	100% outdoor

	
	CSI feedback periodicity
	5ms
	5ms
	5ms
	5ms

	
	Observation window (number/distance)
	15/5ms
	15/5ms
	15/5ms
	15/5ms

	
	Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance)
	1/5ms/5ms
	1/5ms/5ms
	1/5ms/5ms
	1/5ms/5ms

	
	Whether/how to adopt spatial consistency
	No
	No
	No
	No

	
	Whether/how channel estimation error is modelled
	No
	No
	No
	No

	
	Whether/how phase discontinuity is modelled
	No
	No
	No
	No

	
	Methods used to handle the phase discontinuity (if applied)
	/
	/
	/
	/

	
	Codebook type for CSI report
	Rel-16 eType
	Rel-16 eType
	Rel-16 eType
	Rel-16 eType

	Dataset size
	Train/k
	156.46
	156.46
	156.46
	156.46

	
	Test/k
	10
	10
	10
	10

	Benchmark 1
	Nearest historical CSI w/o prediction
	Nearest historical CSI w/o prediction
	Nearest historical CSI w/o prediction
	Nearest historical CSI w/o prediction

	SGCS of benchmark 1 (1,…N, N is number of prediction instances)
	0.9535
	0.8889
	0.8290
	0.7628

	SGCS-Absolute value/gain% over benchmark 1 (1,…N, N is number of prediction instances)
	0.9979 (4.66%)
	0.9905 (11.43%)
	0.9678 (16.74%)
	0.7877 (3.26%)



Observation 1: AI/ML based CSI prediction can achieve very high prediction accuracy compared with baseline non-prediction in terms of SGCS.
Observation 2: The performance of both baseline (without CSI prediction) and AI based CSI prediction will decrease when UE moves faster.
Generalization evaluation
In RAN1#116 meeting [2], regarding generalization/ scalability performance of AI/ML model, the following agreement has been achieved.
	Agreement
· For CSI prediction evaluations, to verify the generalization/scalability performance of an AI/ML model over various configurations, to evaluate one or more of the following aspects:
· Various UE speeds (e.g., 10km/h, 30km/h, 60km/h, 120km/h)
· Various deployment scenarios
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Various frequency granularity assumptions
· Various antenna port numbers (e.g., 32 ports, 16 ports)
· To report the selected configurations for generalization verification
· To report the method to achieve generalization over various configurations and/or to achieve scalability of the AI/ML input/output, including pre-processing, post-processing, etc.
· To report generalization cases where multiple aspects (e.g., combination of above) are involved in one dataset, if adopted. 
· To report the performance and requirement (e.g., updating filter parameters, convergence of filter) for non-AI/ML-based CSI prediction to handle the various scenarios/configurations.




Generalization over various subbands
The frequency of UE will also have impact on the wireless channel varying regularity, since the doppler shift is also related to the frequency of UE in addition to UE speed. Whether the model trained with the data under one specific subband could be tested well on the data under another specific subband need to be studied.
In this subsection, we evaluate the generalization over various subbands. The corresponding simulation assumptions are given in Table 4 in Appendix.The AI model is trained using the data under subband #1. Then the model is tested using the data under subband #2, #5 and #10 to evaluate the generalization performance. The simulation results are given below:
Table 3. Evaluation results for CSI prediction with model generalization over different UE speeds
	
	
	1
	2
	3

	AI/ML model description
	AL/ML model description (e.g., backbone, structure)
	Full connection block
	Full connection block
	Full connection block

	
	Pre-processing
	Normalization
	Normalization
	Normalization

	
	Post-processing
	No
	No
	No

	
	FLOPs/M
	1.589
	1.589
	1.589

	
	Parameters/M
	0.797
	0.797
	0.797

	
	Storage /Mbytes
	3.04
	3.04
	3.04

	
	Input type
	Channel matrix
	Channel matrix
	Channel matrix

	
	Output type
	Channel matrix
	Channel matrix
	Channel matrix

	Assumption
	CSI feedback periodicity
	5ms
	5ms
	5ms

	
	Observation window (number/distance)
	15/5ms
	15/5ms
	15/5ms

	
	Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance)
	1/5ms/5ms
	1/5ms/5ms
	1/5ms/5ms

	
	Whether/how to adopt spatial consistency
	No
	No
	No

	Generalization Case 1
	Train (setting#B, size/k)
	Subband #1, 156.46
	Subband #1, 156.46
	Subband #1, 156.46

	
	Test (setting#B, size/k)
	Subband #1, 10
	Subband #1, 10
	Subband #1, 10

	
	SGCS (1,…N, N is number of prediction instances)
	0.9840
	0.9840
	0.9840

	Generalization Case 2-Absolute value/gain(SGCS in %) over Case 1
	Train (setting#A, size/k)
	Subband #1, 156.46
	Subband #1, 156.46
	Subband #1, 156.46

	
	Test (setting#B, size/k)
	Subband #2, 10
	Subband #5, 10
	Subband #10, 10

	
	SGCS (1,…N, N is number of prediction instances)
	0.9827 (-0.13%)
	0.9830 (-0.10%)
	0.9843 (0.03%)


It can be observed that the AI model has no or very minor degradation for CSI prediction accuracy when the model is trained using data under subband #1 while it is tested using data under subband #2, #5 and #10.
Observation 3: The AI model trained under one subband could perform well when testing under a different subband.
[bookmark: _Hlk142680184]
Generalization over various UE speeds
To study the model generalization over different UE speeds, we use a unified model trained with dataset containing samples with various speeds (10, 20, 30, 60 km/h), and during inference phase, this unified model is applied to separate test dataset with different UE speed.
The preliminary results are shown below where the prediction window equals to 1. It can be observed that with unified model trained with mixed data, generalized performance of the AI/ML model can be achieved, although the accuracy gain is smaller than separate AI model trained with separate dataset.
Table 4. Evaluation results for CSI prediction with model generalization over different UE speeds
	
	
	1
	2
	3
	4

	AI/ML model description
	AL/ML model description (e.g., backbone, structure)
	Full connection block
	Full connection block
	Full connection block
	Full connection block

	
	Pre-processing
	Normalization
	Normalization
	Normalization
	Normalization

	
	Post-processing
	No
	No
	No
	No

	
	FLOPs/M
	1.589
	1.589
	1.589
	1.589

	
	Parameters/M
	0.797
	0.797
	0.797
	0.797

	
	Storage /Mbytes
	3.04
	3.04
	3.04
	3.04

	
	Input type
	Channel matrix
	Channel matrix
	Channel matrix
	Channel matrix

	
	Output type
	Channel matrix
	Channel matrix
	Channel matrix
	Channel matrix

	Assumption
	CSI feedback periodicity
	5ms
	5ms
	5ms
	5ms

	
	Observation window (number/distance)
	15/5ms
	15/5ms
	15/5ms
	15/5ms

	
	Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance)
	1/5ms/5ms
	1/5ms/5ms
	1/5ms/5ms
	1/5ms/5ms

	
	Whether/how to adopt spatial consistency
	No
	No
	No
	No

	Generalization Case 1
	Train (setting#B, size/k)
	10km/h, 156.46
	20km/h, 156.46
	30km/h, 156.46
	60km/h, 156.46

	
	Test (setting#B, size/k)
	10km/h, 10
	20km/h, 10
	30km/h, 10
	60km/h, 10

	
	SGCS (1,…N, N is number of prediction instances)
	0.9840
	0.9448
	0.8633
	0.6057

	Generalization Case 2-Absolute value/gain(SGCS in %; NMSE in dB) over Case 1
	Train (setting#A+#B, size/k)
	20km/h, 156.46
60km/h, 156.46
	10km/h, 156.46
60km/h, 156.46
	10km/h, 156.46
60km/h, 156.46
	10km/h, 156.46
30km/h, 156.46

	
	Test (setting#B, size/k)
	10km/h, 10
	20km/h, 10
	30km/h, 10
	60km/h, 10

	
	SGCS (1,…N, N is number of prediction instances)
	0.9648 (-1.95%),
0.7204 (-26.79%)
	0.3984 (-57.83%),
0.6783 (-28.21%)
	0.2385 (-72.37%),
0.6425 (-25.58%)
	0.1402 (-76.85%),
0.4050 (-33.14%)

	Generalization Case 3-Absolute value/gain(SGCS in %; NMSE in dB) over Case 1
	Train (setting#A+#B, size/k)
	10km/h + 20km/h + 30km/h + 60km/h, 156.46
	10km/h + 20km/h + 30km/h + 60km/h, 156.46
	10km/h + 20km/h + 30km/h + 60km/h, 156.46
	10km/h + 20km/h + 30km/h + 60km/h, 156.46

	
	Test (setting#B, size/k)
	10km/h, 10
	20km/h, 10
	30km/h, 10
	60km/h, 10

	
	SGCS (1,…N, N is number of prediction instances)
	0.8180 (-16.87%)
	0.7886 (-16.53%)
	0.7300 (-15.44%)
	0.5647 (-6.77%)


Observation 4: The unified AI model trained with mixed dataset achieve good generalization performance over different UE speeds for CSI prediction.

Discussion on specification impacts on AI/ML based CSI prediction
Monitoring methods
Based on TR 38.843 [3], only functionality-based LCM is agreed for performance monitoring of AI/ML based CSI prediction and three types of monitoring methods are identified.
	For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM:
-	Type 1:
-	UE calculates the performance metric(s)
-	UE reports performance monitoring output that facilitates functionality fallback decision at the network
-	Performance monitoring output details can be further defined 
-	NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
-	Type 2: 
-	UE reports predicted CSI and/or the corresponding ground-truth  
-	NW calculates the performance metrics. 
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
-	Type 3: 
-	UE calculates the performance metric(s) 
-	UE reports performance metric(s) to the NW
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 



And in last meeting [4], the following agreement have been achieved:
	Agreement
For performance monitoring for functionality-based LCM, further study on details of type 1,2 and 3, e.g., potential specification impact, pros/cons aspects. 
· To clarify the boundary between type 1 and type 3
· To clarify definition of monitoring output and performance metric



Between Type 1 and Type 3, the common part between them is that: 
a) UE need to calculate the performance metric
b) UE need to report performance metric or performance output
c) NW make LCM decision based on the received performance metric or performance output.
While Type 1 might need two additional steps comparing to Type 3:
a) NW need to configure threshold criterion for UE
b) UE will convert the performance metric to performance output based on configured threshold.
[bookmark: _Hlk165935229]As for the definition of performance metric in Type 3, based on the TR 38.843, generally it can be divided into two major types: intermediate KPI and eventual KPI. Eventual KPI, like throughput, BLER, although can be considered for RAN4 testing, however, this kind of KPI not only is related with the performance of AI model itself, but also related to other factors, e.g., network scheduling strategy, UE mobility, traffic characteristics, etc. So, we think eventual KPI is not appropriate for the performance monitoring of AI functionality. The intermediate KPI, e.g. SGCS, NMSE, can show the performance of model itself at current time, no matter real time or near real time. We think it can be considered as starting point for Type 3 performance monitoring.
[bookmark: _Hlk165935277]As for the definition of performance output in Type 1, based on our understanding, it is derived from the performance metric calculated at UE side and NW will used it for LCM decision. There might be two possibilities on the performance output:
1) It can be the calculation or comparison outcome based on the performance metric and the threshold criterion configured by NW. For example, the threshold criterion can be a configured intermediate KPI value, and UE could report the comparison result between calculated intermediate KPI and configured intermediate KPI, or the event occurrence based on the calculated intermediate KPI and the configured intermediate KPI.
2) It can be the recommended LCM decision reported to NW. For example, after UE calculate the intermediate KPI, based on some additional NW configured threshold and LCM decision rules, UE might prefer to do some specific LCM decision, including fallback to legacy CSI reporting. Then UE will report the preferred LCM operation accordingly and NW may make final LCM decision considering the reported performance output.
As for Type 2, both the predicted CSI and ground-truth CSI are a kind of PMI, which is legacy CSI report quantity. And UE also do not have to calculate performance metric or output, calculation overhead at UE side can be reduced. Considering specification simplicity and UE calculation overhead, Type 2 can be considered for further discussion.
Proposal 1: For the definition of performance metric in Type 3 performance monitoring, intermediate KPI can be considered as starting point.
Proposal 2: For the definition of performance metric in Type 1 performance monitoring, there might be two alternatives:
· Alt1: the calculation or comparison outcome based on the performance metric and the threshold criterion configured by NW.
· Alt2: the recommended LCM decision reported to NW.
Data collection
Data collection can be used for training, monitoring, and inference. In this subsection, we mainly discuss data collection for training. 
[bookmark: _Hlk157615675]Both the use case of CSI prediction and beam management adopt single-sided model and both of them are kinds of CSI report. Besides, AI/ML based beam management will be specified at the beginning of Rel-19. So, we think the data collection mechanism of AI/ML based beam management can be reused as much as possible for CSI prediction, e.g., data collection configuration, triggering/requesting mechanism, potential RS and reporting overhead reduction.
Proposal 3: For data collection of AI/ML based CSI prediction, data collection mechanism of AI/ML based beam management can be reused as much as possible.
Inference related aspects
In last meeting [4], the following agreements have been achieved:
	Agreement
For AI/ML based CSI prediction, at least for inference, legacy CSI-RS configuration can be a starting point. Further study on whether there is a need for specification enhancement. 

Agreement
· [bookmark: _Hlk165935541]At least for inference, for UE-sided model based CSI prediction, legacy feedback mechanism using codebook type set to “typeII-Doppler-r18” is a starting point of discussion. Study the necessity and potential specification impacts including at least following aspects:
· CSI processing criteria and timeline



[bookmark: _Hlk131709447]Regarding the spec impact of AI based CSI prediction during inference phase, the CSI codebook for high/medium UE velocities in Rel-18 MIMO have already enhanced the CSI measurement configuration and reporting configuration to facilitate CSI prediction, including some concepts related to measurement window, reporting window, etc. 
[bookmark: _Hlk131709413][bookmark: _Hlk131709401]In this sense, legacy feedback mechanism using codebook type set to “typeII-Doppler-r18” can be reused here. However, some CSI related parameters agreed in Rel-18 MIMO are appropriate for non-AI-enabled CSI feedback and most of them are decided based on the simulation results without assuming AI/ML algorithm involved. If these parameters are reused for AI-enabled CSI prediction, we might need to revisit some of them to adapt AI/ML based scheme, to harvest the maximum gain of AI/ML based approach.
Proposal 4: For CSI prediction, some CSI related parameters in Rel-18 MIMO might need revision to adapt AI/ML-enabled CSI prediction.
Conclusions
In this contribution, we discussed AI/ML based CSI prediction, and the following observations and proposal are made.
Observation 1: AI/ML based CSI prediction can achieve very high prediction accuracy compared with baseline non-prediction in terms of SGCS.
Observation 2: The performance of both baseline (without CSI prediction) and AI based CSI prediction will decrease when UE moves faster.
Observation 3: The AI model trained under one subband could perform well when testing under a different subband.
Observation 4: The unified AI model trained with mixed dataset achieve good generalization performance over different UE speeds for CSI prediction.


Proposal 1: For the definition of performance metric in Type 3 performance monitoring, intermediate KPI can be considered as starting point.
Proposal 2: For the definition of performance metric in Type 1 performance monitoring, there might be two alternatives:
· Alt1: the calculation or comparison outcome based on the performance metric and the threshold criterion configured by NW.
· Alt2: the recommended LCM decision reported to NW.
Proposal 3: For data collection of AI/ML based CSI prediction, data collection mechanism of AI/ML based beam management can be reused as much as possible.
Proposal 4: For CSI prediction, some CSI related parameters in Rel-18 MIMO might need revision to adapt AI/ML-enabled CSI prediction.
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Appendix

Table 1. 
Table 2. 
Table 3. 
Table 4. Simulation assumptions for generalization over various subbands
	Parameter
	Value

	Duplex, Waveform
	FDD (TDD is not precluded), OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban (Macro only)
19 cells, 3 sectors for each cell

	Frequency Range
	2GHz

	Inter-BS distance
	200m

	Channel model
	According to TR 38.901

	Antenna setup and port layouts at gNB
	32 ports: (4,4,2,1,1,4,4), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	BS Tx power
	41 dBm for 10MHz, 44dBm for 20MHz, 47dBm for 40MHz

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 256QAM

	Coding on PDSCH
	LDPC
Max code-block size=8448bit

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz

	Simulation bandwidth
	20MHz

	Frame structure
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU-MIMO

	MIMO layers
	Rank 1

	UE distribution
	100% outdoor (10km/h)

	Channel estimation
	ideal channel estimation

	dataset
	164k samples
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