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Introduction
[bookmark: OLE_LINK5][bookmark: OLE_LINK8]In RAN1 #116-bis meeting [1], the following agreements and conclusions were achieved for evaluation assumptions and results on Ambient IoT as follows: 
	Agreement
For R2D link in the coverage evaluation, for device 1
· Budget-Alt1 is used (note: receiver architecture is RF ED)
For D2R link in the coverage evaluation,
· Budget-Alt2 is used.
Agreement
The following scenarios are defined,
· FFS: which of these scenarios will be evaluated.

	Scenario
	CW Inside/outside topology
	Diagram of the scenario
	Description of the scenario
	Device 1/2a/2b 
	CW spectrum
	D2R spectrum
	R2D spectrum

	D1T1-A1
	CW inside topology
	[image: ]
	· CW node inside topology 1
· ‘CW’ in CW2D and ‘R2’ in D2R are different
· ‘CW’ in CW2D and ‘R1’ in R2D are same
· ‘R1’ in R2D and ‘R2’ in D2R are different
	Device 1, 2a
	Case 1-1 (inside topology, DL)
Case 1-2 (inside topology, UL)
	Same as CW
	

	D1T1-A2
	
	[image: ]
	· CW node inside topology 1
· same ‘CW’ and ‘R’ node for CW2D, D2R and R2D
	
	Same as D1T1-A1
	Same as CW
	

	D1T1-B
	CW outside topology
	[image: ]
	· CW node outside topology 1
· ‘CW’ in CW2D and ‘R’ in D2R are different
· ‘CW’ in CW2D and ‘R’ in R2D are different
· ‘R’ in R2D and ‘R’ in D2R are same
	
	Case 1-4 (outside topology, UL)
	Same as CW
	

	D1T1-C
	No CW
	[image: ]
	· No CW Node.
	Device 2b
	N/A
	UL
	

	D2T2-A1

	CW inside topology
	[image: ]
	· CW node inside topology 2
· ‘CW’ in CW2D and ‘R2’ in D2R are different
· ‘CW’ in CW2D and ‘R1’ in R2D are same
· ‘R1’ in R2D and ‘R2’ in D2R are different
· BS communicates with R1 and R2
	Device 1, 2a
	Case 2-2 (inside topology, UL)
	Same as CW
	

	D2T2-A2
	
	[image: ]
	· CW node inside topology 2
· same ‘CW’ and ‘R’ node for CW2D, D2R and R2D
· BS communicates with R
	
	Same as D2T2-A1
	Same as CW
	

	D2T2-B
	CW outside topology
	[image: ]
	· CW node outside topology 2
· ‘CW’ in CW2D and ‘R’ in D2R are different
· ‘CW’ in CW2D and ‘R’ in R2D are different
· ‘R’ in R2D and ‘R’ in D2R are same
· BS communicates with R
	
	Case 2-3 (outside topology, DL)
Case 2-4 (outside topology, UL)
	Same as CW
	

	D2T2-C
	No CW
	[image: ]
	· No CW Node.
· BS communicates with R
	Device 2b
	N/A
	FFS

	

	Note: this table is for the case where D2R is in the same spectrum as CW2D.


Agreement
For D1T1,
· InF-DH NLOS model defined in TR38.901 is used for D2R and R2D links as pathloss model in coverage evaluation.
For D2T2,
· InF-DL and InH-Office model defined in TR38.901is used as pathloss model in coverage evaluation,
· NLOS for D2R and R2D links if InF-DL is used
· LOS for D2R and R2D links if InH-Office is used
Agreement
The following layout is used for evaluation purpose,
· FFS: CW distribution for D1T1-B and D2T2-B
	Parameter
	Assumptions for D1T1
	Assumptions for D2T2

	Scenario
	InF-DH
	InH-office
	InF-DL

	Hall size
	120x60 m
	120 x50 m
	300x150 m

	Room height
	10 m
	3m
	10 m

	Sectorization
	None

	BS deployment / Intermediate UE dropping
	18 BSs on a square lattice with spacing D, located D/2 from the walls.
· L=120m x W=60m; D=20m
· BS height = 8 m 
[image: ]
	· L=120m x W=50m; 
· Intermediate UE height = 1.5 m 

FFS: Intermediate UE dropping
	· L=300m x W=150m; 
· Intermediate UE height = 1.5 m 

FFS: Intermediate UE dropping

	Device distribution 
	Device Height= 1.5 m
AIoT devices drop uniformly distributed over the horizontal area
	Device Height= 1.5 m
AIoT devices drop uniformly distributed over the horizontal area
FFS: which devices are involved in the evaluations
	Device Height= 1.5m
AIoT devices drop uniformly distributed over the horizontal area
FFS: which devices are involved in the evaluations

	Device mobility (horizontal plane only)
	3 kph
	3 kph
	3 kph





In this contribution, we discuss the general evaluation methodology, topology and distribution assumptions, and provide the link level simulation result and study the applicable maximum distance target values for Ambient IoT. 
General evaluation methodology
In the last RAN1#116-bis meeting, there are three options about whether to evaluate RF-EH link or not [2].
	Proposals
WayFoward-RF-EH-1:
RF-EH is not included in the coverage evaluation. State this fact in the TR conclusion.
WayFoward-RF-EH-2:
For coverage evaluation for device 1, RF-EH link is considered to be evaluated by using Buldget-Alt1.
· FFS: value(s) of the predefined threshold
WayFoward-RF-EH-3:
For coverage evaluation for device 1 and device 2, RF-EH link is considered to evaluated by using Buldget-Alt1.
· FFS: value(s) of the predefined threshold


Due to the constraints of ultra-low power consumption and ultra-low complexity, RF energy harvesting (RF-EH) and storage are essential at least for Device 1. After the device is activated by harvested RF energy with using a carrier wave provided externally, it can receive signals transmitted by gNB or intermediate UE in active mode. From our understanding, the following aspects including the emitting power of the RF source, the distance and the related pathloss between the RF source and the device will affect the performance of energy harvesting and the activation for the device, further affecting D2R link coverage. Thus, we think it is necessary to evaluate the coverage performance of the RF-EH link if RF EH is used for triggering device 1 and device 2.
For device 1 with 1μW peak power consumption, it can be activated by the harvested RF energy. Clearly, its minimum received power for activation is highly related to the circuit design of its energy harvester, such as a rectifier. In addition, the overall architecture of device 1 has less complexity based on common understanding. To this extent, it is reasonable to predefine a threshold for device 1’s RF-EH link by evaluating circuit components. Similarly, if device 2 contains an RF energy harvester, a predefined threshold can be also needed to conduct the coverage evaluation. Hence, Budget-Alt1 can be chosen for device 1’s and device 2’s RF-EH link evaluation. Based on the above analysis, we support the option WayFoward-RF-EH-3 and have the following proposal.
Proposal 1: For coverage evaluation for device 1 and device 2, the RF-EH link is considered to be evaluated by using Buldget-Alt1.
Link level simulation assumptions
In the last RAN1#116-bis meeting and its post meeting email discussion, the link budget template and coverage evaluation assumptions were separately discussed. And there are some remaining issues about parameters including center frequency, delay spread and reference data rate, which need further studies.
Carrier frequency
In the last meeting, 900MHz was regarded as the baseline for carrier frequency evaluation assumption, and whether 2GHz needs to be studied as an optional case needs further discussion. In network deployments, low-frequency spectrum resources are usually scarce, such as the utilization in rural areas to guarantee a continuous coverage performance, hence the potential available FDD spectrum for the ambient IoT deployment other than 900MHz is better to be found as an optional case. Considering 2GHz is also an important FDD band based on frequency band allocation, and is widely deployed in the network of China, such as n3, n1 and n34, the study of 2GHz carrier frequency will provide significant guidance for operators in the network deployment, and the network deployment flexibility will also be improved if the 2GHz carrier frequency is proved feasible after evaluation and link-budget study. Since the simulation workload of adding 2GHz configuration is not large, i.e., only replacing the carrier frequency configuration, 2GHz can be considered as an optional case for the simulation assumptions.
Proposal 2: Support to add 2GHz as an optional carrier frequency configuration in the simulation assumptions.
Delay spread
	Agreement
In the link level simulation, considering the following channel model,
· For D1T1, TDL-A channel model is used for R2D link and for D2R link for InF-DH scenario.
· For D2T2, 
· TDL-A channel model is used for R2D link and for D2R link if InF scenario is considered
· TDL-D channel model is used for R2D link and for D2R link if InH-Office scenario is considered
FFS delay spread for each case.



RAN1#116bis identified TDL-A channel model for indoor NLOS scenarios and TDL-D for indoor LOS scenarios. However, the delay spread, with the suggested range [30, 150] ns, has not been determined yet in the post meeting email discussion. In Table 7.7.3-2 in TR 38.901 [3], the “short-delay profile” corresponds to the median RMS delay spread for indoor office LOS scenarios. It can be observed from Table 7.7.3-2 in TR 38.901 that the larger the frequency is, the smaller the spread delay is, and the delay spread at 2GHz is 20ns for LOS scenarios in an indoor office. In A-IoT systems, the center frequency 900MHz is mandatory, and optional 2GHz needs further study. Therefore, the delay spread for the LOS scenario is at least 20ns. For InF, the delay spread calibration results can be found in R1-1909704 [4]. According to TR 38.901, the “normal-delay profile” corresponds to the median RMS delay spread for NLOS scenarios. For InF-DH, the delay spread is about 149 ns for 3.5GHz or 28GHz. For InF-DL, delay spread is about 169 ns for 3.5GHz or 28GHz. If choosing from [30, 150]ns, 30ns is more appropriate for the LOS channel, 150ns is recommended for the InF-DH NLOS model in D1T1 and the InF-DL NLOS model in D2T2.

Table 7.7.3-2. Scenario specific scaling factors - for information only [3]
	
Proposed Scaling Factor  in [ns]
	Frequency [GHz]

	
	2
	6
	15
	28
	39
	60
	70

	Indoor office
	Short-delay profile
	20
	16
	16 
	16 
	16 
	16 
	16 

	
	Normal-delay profile
	39
	30
	24
	20
	18
	16
	16

	
	Long-delay profile
	59
	53
	47
	43
	41
	38
	37



Proposal 3: An RMS delay spread of 150ns is recommended for TDL-A channel model in D1T1 and D2T2.
Proposal 4: An RMS delay spread of 30ns is recommended for TDL-D channel model in D2T2.
Reference data rate 
Coverage is affected by the reference data rate. To well fit different deployment scenarios, it is good to set several reference data rates properly for practical coverage evaluation. In the TR 38.848 [5], the lower bounds of both maximum and minimum rate target transmissions (maximum not less than 5 kbps, and minimum not less than 0.1 kbps) are identified. Given this, 0.1 kbps and 5 kbps can be taken as boundaries. In addition, one value (e.g., 1 kbps) between 0.1 kbps and 5 kbps can be considered.
Proposal 5: Reference data rates 0.1 kbps, 1 kbps and 5 kbps for LLS coverage evaluation can be considered.
Initial link level simulation results
In this section, detection simulation results for device 1 in R2D transmission are provided. Two transmitter antennas are assumed at the gNB side, and the channel mode is configured as TDL-A 30ns. To guarantee the detection performance, an order-5 Butterworth filter with a cutoff frequency of 180kHz is added to the baseband to filter the potential noise. The transmission structure can be regarded as a 4-chip preamble added ahead of the data part to let devices obtain the number of sampling numbers per chip, and a 6-bit CRC follows the data part immediately. For simplicity, the payload size of the data part is assumed to be 16 bit, and no timing offset or frequency offset is assumed in the simulation, which means no SFO impact is considered and a highly ideal R2D transmission is assumed in our results. The details of our other simulation assumptions are listed in the Appendix.
[image: ]
The results of 7kbps with a 14kcps chip rate in the 900MHz and 2GHz frequency carrier are shown in Fig 1. It can be observed that the detection performance is around 22.5dB and 24.5dB in the 1% operation point, and the performance gap between them is around 2 dB. Considering the performance gap between the two carrier frequencies is not so large in the order of magnitude of 20 dB, the 2GHz carrier frequency deployment may be possible for the ambient IoT network deployment.
Observation 1: The performance of R2D transmission is around 22.5dB for 900MHz carrier frequency, and 24.5dB for 2GHz carrier frequency in the 1% operation point.
Observation 2: The performance gap in different carrier frequencies is around 2dB, which seems not too large in the order of magnitude of 20 dB.
Remaining design targets
Latency
For traffic types, DO-DTT and DT with a focus on rUC1 (indoor inventory) and rUC4 (indoor command) are supported. For DT traffic, just one-way transmission, i.e., triggering in the R2D link is involved. In contrast, the DO-DTT process involves triggering command transmission in the R2D link and data transmission in D2R. In this way, it is appropriate to define latency in different traffic models separately. Thus, we agree with defining latency for two use cases in post meeting email discussion of RAN1#116-bis meeting [2].
	[bookmark: OLE_LINK1][bookmark: OLE_LINK2] Proposal#4 (V02)
Definition of the latency is refined as follows,
 -     For inventory use case (for DO-DTT traffic type): 
 o  The time interval between the time that the inventory request is sent from BS/intermediate UE to a A-IoT device and the time that the inventory report is [successfully] received at BS/intermediate UE from the A-IoT device.
 -      For command use case (for DT traffic type): 
 o  The time interval between the time that the DL command is sent from BS/intermediate UE and the time that the command is [successfully] received at A-IoT device. 
 -           Note: the latency is evaluated for eacha single A-IoT device.
Note: Time for energy harvesting is not included in the definition of latency.



We think the definition of latency in post meeting email discussion is relatively clear, just by modifying the wording ‘received’ with ‘decoded’ and removing the bracket in Proposal#4 (V02). Thus, we have the following proposal:
Proposal 6: Definition of the latency is defined as follows,
For inventory use case (for DO-DTT traffic type): The time interval between the time that the inventory request is sent from BS/intermediate UE to an A-IoT device and the time that the inventory report is successfully decoded at BS/intermediate UE from the A-IoT device.
For command use case (for DT traffic type): The time interval between the time that the DL command is sent from BS/intermediate UE and the time that the command is successfully decoded at the A-IoT device. 
Note: the latency is evaluated for a single A-IoT device.
Note: Time for energy harvesting is not included in the definition of latency.
Applicable maximum distance target values 
RAN1#116bis reaches an agreement on separately setting maximum distance target for device 1 and 2a/2b. However, whether to set different values for different scenarios needs further discussion. 
	Agreement
The maximum distance targets are set separately for device 1, device 2a, device 2b, respectively
· FFS detailed values and RAN1 can further decide the target within in the range of 10m to 50m after link budget study.
· FFS whether to set different values for different scenarios



We think there is no need to set different values for different scenarios. The reasons are given as follows. On the one hand, there are eight scenarios defined, and setting different values for different scenarios will greatly increase workload, which poses huge pressure for the convergence of the study item. On the other hand, for scenarios ‘A’ and ‘B’, both device 1 and device 2a can be included. If different values are set for different scenarios, the maximum distance targets for device 1 and 2a should be equal. However, due to the amplification functionality at device 2a, device 2a presents stronger performance compared to device 1. As thus, the maximum distance target for device 2a should be larger than that for device 1 in practice. Hence, there seems to be a contradiction and no need to set both scenario and device targets simultaneously. 

Proposal 7: It is suggested to not set different values of maximum distance targets for different scenarios. 
Conclusions
In this contribution, we have the following proposals:
Observation 1: The performance of R2D transmission is around 22.5dB for 900MHz carrier frequency, and 24.5dB for 2GHz carrier frequency in the 1% operation point.
Observation 2: The performance gap in different carrier frequencies is around 2dB, which seems not too large in the order of magnitude of 20 dB.
Proposal 1: For coverage evaluation for device 1 and device 2, the RF-EH link is considered to be evaluated by using Buldget-Alt1.
Proposal 2: Support to add 2GHz as an optional carrier frequency configuration in the simulation assumptions.
Proposal 3: An RMS delay spread of 150ns is recommended for TDL-A channel model in D1T1 and D2T2.
Proposal 4: An RMS delay spread of 30ns is recommended for TDL-D channel model in D2T2.
Proposal 5: Reference data rates 0.1 kbps, 1 kbps and 5 kbps for LLS coverage evaluation can be considered.
Proposal 6: Definition of the latency is defined as follows,
For inventory use case (for DO-DTT traffic type): The time interval between the time that the inventory request is sent from BS/intermediate UE to an A-IoT device and the time that the inventory report is successfully decoded at BS/intermediate UE from the A-IoT device.
For command use case (for DT traffic type): The time interval between the time that the DL command is sent from BS/intermediate UE and the time that the command is successfully decoded at the A-IoT device. 
Note: the latency is evaluated for single A-IoT device.
Note: Time for energy harvesting is not included in the definition of latency.
Proposal 7: It is suggested to not set different values of maximum distance targets for different scenarios. 
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Appendix
	Parameters
	Assumptions
	Our assumptions

	Common parameters
	　

	Carrier frequency
	900 MHz (M); 2 GHz (O)
	900 MHz, 2 GHz

	SCS
	15 kHz as baseline
	15kHz

	Block structure
	Blocks as agreed in 9.4.2.3, or other blocks reported by companies
	Preamble+data+CRC

	Channel model
	TDL-A or TDL-D
	TDL-A

	Delay spread
	[30, 150] ns
	30ns

	Device velocity
	3 km/h
	3km/h

	Number of Tx/Rx chains for Ambient IoT device
	1
	1

	BS
	Number of antenna elements
	2 or 4
	2

	
	Number of TXRUs
	2 or 4
	2

	Intermediate UE
	Number of antenna elements
	1 or 2
	-

	
	Number of TXRUs
	1 or 2
	-

	Reference data rate
	[0.1, 1, 5] kbps
	7kbps

	BLER target
	1%, 10%
	1%

	Sampling frequency
	Note: this will be updated according to the agreements made for sampling frequency
	1.92MHz

	Other assumptions
	To be reported by company
	-

	R2D specific parameters
	

	Device 1/2a/2b
	Options are as follows,
- Device 1, RF-ED
- Device 2a, RF-ED
- Device 2b, RF-ED/IF-ED/ZIF
Note: will be updated according to agreements from 9.4.1.2
	Device 1

	Transmission bandwidth
(w.r.t. D2R data rate)
	180 kHz as baseline
	180KHz

	FFS: ED bandwidth
	[X MHz]
	10MHz

	FFS: BB LPF
	[X]-order Butterworth filter with cutoff frequency at [Y] kHz
	5-order Butterworth filter with cutoff frequency at 180 kHz

	Message size
	[FFS: 16, 32,64, 400 bits]
	16 bits

	Waveform 
	OOK waveform generated by OFDM modulator
	OOK waveform

	Modulation
	OOK
Companies to report, e.g., OOK-1, OOK-4 with M chips per OFDM symbol
	OOK-4, 1 chip per OFDM symbol

	Line code
	Companies to report, e.g., Manchester encoding, PIE
	Manchester

	FEC
	No FEC as baseline
	NO

	ADC bit width
	1-bit for device 1, 4-bit for device 2
	1 bit

	Detection/decoding method for Line code
	Companies to report
	Count the sampling point

	Other assumptions
	To be reported by company
	Ideal assumption

	Require SINR/SNR or Required CINR/CNR
	　

	Required SINR/SNR or Required CINR/CNR
	Note: Required SINR/SNR or required CINR/CNR according to BLER target
	Required CNR
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