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1. Introduction
[bookmark: _Hlk155950016][bookmark: _Hlk155949809][bookmark: _Hlk155949964]In this contribution, we discuss the frame structure and timing aspects for A-IoT, including the frame structure, synchronization, random access, scheduling and timing relationships.
2. Frame structure for A-IoT 
2.1. On alignment with NR symbol boundary
In RAN1#106bis, following agreement was made [1]:
	Agreement
For R2D transmission, if OFDM-based waveform is used, the start of R2D transmission from reader perspective is assumed to be aligned with the boundary of an NR OFDM symbol (including the CP) for in-band/guard-band operation.



On whether A-IoT R2D transmission from Reader perspective, D2R reception from Reader perspective need to be aligned with NR slot boundary, during last meeting discussion, it was mentioned that even in existing NR, the start and/or the end of the NR DL transmission or NR UL reception from gNB perspective does not need to be aligned with the NR slot boundary. Such flexible frame structure should also be applied to A-IoT transmission/reception from Reader perspective. It is not necessary to further discuss this point. 
Then, the remaining issues are following:
· Whether the end of R2D transmission from reader perspective needs to be aligned with NR OFDM symbol boundary or not, if OFDM-based waveform is used?
· Whether the start and/or the end of the D2R transmission from device perspective and D2R reception from reader perspective can be assumed to be aligned with NR OFDM symbol boundary or not? 
For R2D transmission, depending on the M value for M-chip per OFDM symbol and TBS, the overall valid information bit for the R2D transmission may not be always aligned with the NR OFDM symbol boundary. For example, in case M=6 with Manchester coding and TBS=16 bits, 32 chips which is around 5.3 OFDM symbols are needed to transmit the valid information bits with certain OOK ON-OFF pattern.
[bookmark: _Hlk164851799]Proposal 2.1-1: For R2D transmission, the end of R2D transmission from Reader perspective may or may not be aligned with the boundary of an NR OFDM symbol (including the CP) for in-band/guard-band operation. 
For D2R transmission, let’s first review the uplink transmission in NR system. NR is a synchronized system, each UE maintains the synchronization with the gNB and knows about the frame/subframe/slot/OFDM symbol index. As shown in TS 38.211 [2] Figure 4.3.1-1, in a given frame/subframe/slot/OFDM symbol with index i, when a UE performs uplink transmission, the UE is required to adjust its uplink transmission timing by applying timing advance (TA) with reference to the downlink frame/subframe/slot/OFDM symbol with index i, so that the received uplink transmissions at gNB side is aligned with downlink frame/subframe/slot/OFDM symbol with index i. Therefore, in NR, from the transmitter i.e., UE perspective, after applying the TA, the actual uplink transmission is not aligned with the NR OFDM symbol boundary. But from the receiver, i.e., gNB perspective, the actual reception is aligned to the NR OFDM symbol boundary within the CP range.  
[image: ]
In A-IoT system, it is a kind of asyncronized system, different from NR UE, the A-IoT device is not able to know and maintain the NR frame/subframe/slot/OFDM symbol index. In addition, considering the short communication range (~10m - ~50m), the AIoT device does not apply or maintain a timing advance. Therefore, from the transmitter i.e., device and the receiver i.e., Reader perspective, the start of D2R transmission or reception cannot be assumed to be aligned with NR OFDM symbol boundary within the CP range.      
[bookmark: _Hlk164853938]Proposal 2.1-2: A-IoT device is not required to acquire the NR frame/subframe/slot/OFDM symbol index. 
Proposal 2.1-3: For D2R transmission, A-IoT device does not apply and maintains the timing advance (TA). 
For both R2D and D2R transmission, an OOK symbol/chip length can be defined as the basic unit of time-domain resource allocation for A-IoT R2D and D2R transmission. It is also desirable to support integer multiple numbers of OOK symbols within a slot for efficient resource usage and enable slot-level TDMed multiplexing between NR and AIoT. The detailed design for an OOK symbol duration also depends on target data rate, waveform/modulation, and tolerance to timing variation (e.g., timing error, or channel variation). 
Proposal 2.1-4: From the A-IoT device side, an OOK symbol/chip length can be considered as the basic resource unit for constructing A-IoT DL/UL channel/signals. 
2.2. R2D midamble 
Following agreement was made for R2D midamble [1]:
	Agreement
RAN1 study the R2D transmission without midamble as the baseline if Manchester encoding is used.
· FFS the necessity for the R2D transmission with midamble if PIE is used.



Both PIE and Manchester encoding are line codes, which contain at least one voltage transition for bit ‘0’ and bit ‘1’. A-IoT device can use the transition(s) e.g. counting the number of clock cycles between the edges to achieve the chip-level timing tracking. Therefore, PIE can also be viewed as the codes with self-clock. In addition, the payload size for R2D transmission is typically small, the necessity of midamble is further reduced.    
Proposal 2.2-1: RAN1 study the R2D transmission without midamble as the baseline.   
2.3. R2D postamble
In RAN1#106bis meeting, following agreement was made for A-IoT R2D postamble [1]:
	Agreement
To determine or derive the end of PRDCH transmission, study at least following options:  
· Option 1: R2D postamble immediately follows the PRDCH to indicate the end of the PRDCH.       
· Option 2: Based on R2D control information.



In the following, we provide our views for above two options.
For Option 1, the main benefit of using postamble to mark the end of R2D transmission is to achieve the most variable and flexible R2D payload size (TBS), e.g. the payload size can be as fine as 1 bit granularity. However, for the intended A-IoT use cases like indoor inventory and command, it is not clear how much flexibility is needed for the R2D payload size. For some specific R2D transmissions, like the R2D transmission during the contention based access, the TBS can be fixed without the postamble. In case the higher layer e.g., MAC PDU is constructed with byte aligned, the benefit of using postamble to realize the variable/flexible R2D payload size at bit-level is reduced. In addition, the use of postamble to indicate the end of PRDCH transmission may result in decoding errors and additional power consumption due to the miss detection and false alarm. 
The R2D control information in Option 2 can be classified into following:
· Physical layer control information that is used to schedule the PRDCH and PDRCH transmission.
· Higher layer control information such as command(s) like Inventory triggering, Read, Write etc.   
For Physical layer control information scheduling the PRDCH and/or PDRCH, whether it exists depending on the necessity and benefits to
1) provide different flexibility and reliability for the control information and data information in terms of used line coding scheme(s) e.g., Manchester encoding and/or pulse-interval encoding (PIE), chip length, e.g., same or different chip length etc. 
2) enable device to early detect/demodulate the control information to facilitate device’s subsequent behvaior, e.g., continues or skips data detection/demodulation
In case the Physical layer control information scheduling the PRDCH needs to be introduced, it can be used to indicate the TBS or transmission length for the PRDCH. 
Alternatively, higher layer control information can also be used to indicate/derive the end of PRDCH transmission. For example, the device can derive the end of PRDCH or PDRCH transmission by some kind of Control Header which is located in the early part of the PRDCH. The Control Header includes the command code without or with length field indication for fixed TBS or variable TBS od PRDCH/PDRCH transmission. Different from Physical layer control information, it is assumed that the higher layer control information uses the same transmission parameters e.g., coding scheme, coding rate, chip length as those used for subsequent data transmission. In addition, depending on the format/structure of the higher layer control information/Control Header, e.g., shared or separate CRC for the higher layer control information/ Control Header and data, whether the higher layer control information/Control Header can be decoded before the data decoding, the benefit of using Physical layer control information to help device continue or skip data demodulation by early decoding the control information may also apply to the Higher layer control information. 
In summary, regardless of using Physical layer or Higher layer control information, Option 2 that based on R2D control information is more robust compared to Option 1 that based on R2D postamble. Option 2 can also provide sufficient flexibility for payload size indication for the A-IoT inventory and command use cases. In addition, Option 2 can be a unified solution for the determination on the end of PRDCH and PDRCH transmission as discussed in section 2.5.   
Observation 2.3-1: Using R2D Postamble to indicate the end of PRDCH transmission can enable any TBS for PRDCH transmission. However, it is not clear how variable TBS is required for PRDCH for indoor inventory and command use cases.   
Observation 2.3-2: R2D Postamble may not be needed for PRDCH with fixed TBS.
Observation 2.3-3: R2D Postamble may result in PRDCH decoding failure or additional power consumption due to false or miss detection. 
Observation 2.3-4: Using R2D control information to indicate or derive the end of PRDCH transmission can enable limited number of TBS for PRDCH transmission. There is tradeoff between the overhead of R2D control information and the number of TBS for PRDCH transmission.
Observation 2.3-5: Using R2D control information to indicate or derive the end of PRDCH transmission is more robust to the ambiguity of the end of transmission. 
Proposal 2.3-1: The end of PRDCH transmission that is determined or derived by the R2D control information should be studied as baseline. 
· FFS the R2D control information is/are the physical layer and/or higher layer control information
2.4. D2R midamble
In RAN1#106bis meeting, following agreement was made for A-IoT D2R midamble [1]:
	Agreement
For D2R transmission, study the necessity of midamble at least for the purpose of performing timing/frequency tracking or channel estimation or interference estimation, considering at least the following: 
· Modulation and Coding schemes, e.g., data modulation, line/channel coding 
· Receiving methods, e.g., coherent or non-coherent
· D2R transmission length/packet size
· Midamble overhead
· Timing/frequency accuracy
· Phase accuracy



D2R midamble is proposed for different purposes: 1. performing timing/frequency tracking; 2. performing channel estimation; 3. performing interference estimation.
For timing/frequency tracking, D2R preamble can be used firstly at the reader side to know about the D2R transmission timing and the backscarrtering frequency/D2R chip length. After the D2R preamble, there is timing error caused by device clock drift during the PDRCH transmission. On one hand, in case D2R line codes is used, regardless of the D2R transmission length, the timing error can be corrected at the Reader side by edge detections. However, the required SNR for meeting detection performance requirement may be high which degrades the coverge. On the other hand, since Reader side is the more capable gNB and UE, advanced receiver by ML detection can be used to recover the timing, and improve the D2R coverage. For such case, the midamble may be needed if the D2R transmission length is long. 
Observation 2.4-1: For timing/frequency tracking, 
· if receiver obtains the timing by edge detection between the low and high voltage, midamble may not be needed for receiver in case line coding is used and FEC is not used.  
· if receiver obtains the timing by ML detection through correlation, depending on the timing drift, midamble may be needed for PDRCH with long transmission length.
Channel estimation is necessary for coherent receiver to remove channel from received signal to recover the D2R signal. In case the D2R transmission is short, we think D2R preamble can be used for channel estimation. While for long D2R transmission length, in addition to preamble, D2R midamble may be needed. However, the overhead will be increased for FDMed D2R transmission from multiple devices. As observed in [3], for channel estimation, it may require the D2R resources from other FDMed device to be mute when one device transmits the midamble. Or alternatively, the midamble should be designed and transmitted from FDMed device to ensure good orthogonality, the feasibility needs to be studied considering the timing drift model at device side.  
Observation 2.4-2: If the receiver uses coherent detection, midamble may be needed for channel estimation for PDRCH with long transmission length.   
Observation 2.4-3: For the case of FDMA of multiple D2R transmissions, midamble used for channel estimation may increase the overhead. 
For interference estimation, in our understanding, the “interference” at least includes CW interference (self-interference) and/or D2R interference that is/are from FDMed devices when checking the interference impact on the D2R performance with and without D2R midamble. It may be beneficial to also consider the interfence that comes from NR for co-existence scenario. However, currently, it is difficult to consider the NR interfence for D2R transmission with/without D2R midamble. Since depending on the used CW spectrum (DL or UL), Topologies etc., the NR interference can be various. It is not clear yet whether/which co-existence scenario is feasible, which is led by RAN4.  
Proposal 2.4-1: The interference estimated by D2R midamble, includes the CW interfence and the interference comes from the FDMed A-IoT device.    
For CW interference, it may not be necessary to perform the estimation during the D2R transmission, it can be estimated before the D2R transmission considering the CW signal stability can be ensured by the CW provision node. Therefore, midamble may not be needed for CW interefernce estimation. For estimation of the interference caused by FDMed device(s), further discussion is needed on how midamble is used and the extent of performance improvement.  
Observation 2.4-4: D2R midamble may not be needed for CW interference estimation since the CW interference can be estimated before the D2R transmission. 
Observation 2.4-5: D2R midamble can be used for estimation of the interference from multiple A-IoT devices and the interference impact and performance improvement need to be checked. 
If midamble is necessary for PDRCH transmission, the midamble design including composition, structure, location within the PDRCH transmission should be flexible and efficient to support different purposes.   
Proposal 2.4-2: If D2R midamble is needed for PDRCH transmission, the design should be flexible and efficient to support different purposes.
2.5. D2R postamble
In RAN1#106bis meeting, following agreement was made for A-IoT D2R postamble [1]:
	Agreement
For the reader to acquire the end of PDRCH transmission, study at least following options:  
· Option 1: D2R postamble immediately follows the PDRCH
· Option 2: Based on control information



The D2R postamble was proposed for two purposes. 
· Purpose 1: Indication of end of PDRCH transmission 
· Purpose 2: Further time acquisition at end of PDRCH transmission at the reade side
For the purpose 1 of indicating the end of PDRCH transmission:
The observations made for R2D postamble also applies to D2R postamble to indicate the D2R transmission length. Besides, for PDRCH transmission, using D2R postamble implies that the A-IoT device should decide the PDRCH TBS. Then it is difficult for the Reader to control the resource usage and make scheduling since the Reader does not know when D2R transmission is finished until postambe is detected. 
Observation 2.5-1: for indication of the end of PDRCH transmssion, 
· D2R Postamble may not be needed for PDRCH with fixed TBS.
· D2R Postamble may result in PDRCH decoding failure or additional power consumption due to false or miss detection.
· D2R Postamble makes the scheduling and resource management difficult for the Reader 
For using control information to indicate the end of PDRCH transmission, the control information can be R2D and/or D2R control information. Using R2D control information is straightforward and provides controllability for the Reader. For D2R control information, there could be different interpretations for the D2R control information. Firstly, physical layer D2R control information is not well justified based on the SID of no HARQ, ARQ [4]. Therefore, if D2R control information if any, it should be higher layer D2R control information with fixed TBS, similar as RFID Error codes. In case the PDRCH transmission includes only the higher layer D2R control information with fixed TBS, a header with the command code which is located in the early part of the PDRCH can be used for the Reader to know the end of PDRCH transmission. In case the PDRCH transmission includes the D2R data transmission with variable TBS, using R2D control information to indicate/derive the end of PRDCH transmission is preferred to give the reader controllability. In our view, the reader is possible to know and should control the PDRCH TBS/transmission length for all traffic types (i.e., DT, DO-DTT and DO-A) tailored for the target use cases. 
Observation 2.5-2: Physical layer D2R control information is not well justified for A-IoT operation. If any D2R control information is needed, it should be higher layer D2R control information with fixed TBS. 
Observation 2.5-3: In case the PDRCH transmission includes only higher layer D2R control information with fixed TBS, the TBS/transmission length can be determined by the higher layer D2R control information; In case the PDRCH transmission includes D2R data information with variable TBS, the TBS/transmission length determined by the R2D control information is preferred. 

Proposal 2.5-1: Study the reader acquires the end of PDRCH transmission at least based on R2D control information.
· FFS D2R control information for PDRCH transmission with fixed TBS

For the purpose 2 of further time acquisition at end of PDRCH transmission
For using postamble at the Reader side to recover finer timing for PDRCH transmission, in case midamble is introduced for timing maintenance, then in our view, postamble is not needed for the same purpose. In addition, the postamble is transmitted at the end of the transmission, it may have impacts on the processing timeline at the gNB/UE side. Therefore, following proposal is made.
Observation 2.5-4: If D2R postamble is used for reader to recover the timing of PDRCH transmission, it may have impacts on the processing timeline at the Reader side. In addition, postamble is not needed in case midamble is introduced.   
Proposal 2.5-2: For the reader to track the timing of PDRCH transmission, D2R postamble is not needed.
1. 
2. 
3. [bookmark: _Hlk157423243]Impact of device unavailability  
In RANP#103 meeting, following was agreed for A-IoT SI [5].  
	Proposal 2
· Confirm that study of design of energy harvesting signal/waveform is out of SI scope in Rel-19
· The potential impact of energy harvesting on device availability for transmission and reception procedures can be considered for the study [RAN2, RAN1]
· Duration of one device’s unavailability due to charging by energy harvesting can be assumed up to several tens of seconds
· Note: this value can be revisited in future RAN plenary meetings, if necessary
· TR 38.848 clause 5.6 statement on latency remains the case with respect to a single device, i.e.: “NOTE: The time for charging the Ambient IoT device storage (if present) is not included in the latency defined above. Time for energy harvesting, charging, etc. is regarded as an implementation issue only.”
· No SID revision is necessary



RANP#103 clarified that the potential impact of energy harvesting on device availability for transmission and reception procedures can be considered for the study. Since the “duration of one device’s unavailability due to charging by energy harvesting can be assumed up to several tens of seconds”, the reader cannot assume that a device is always available for receptions and transmissions. Depending on the available duration for the device, i.e., discharging time and the time duration required for completing the inventory, whether and how to address the device’s unavailability during the inventory procedure can be studied.          
Observation 3-1: RANP#103 gave the charging time target, which should be assumed up to several tens of seconds. Then it may not be possible for the reader to assume the device is always available during the inventory procedure. However, the impacts due to device’s unavailability also depend on the discharging time and required time duration to complete the inventory procedure.
Proposal 3-1: Study device’s available time in AI 9.4.1.2 receiver architecture.   
Given the device cannot be assumed to be always available/active, based on last meeting’s discussions, there could be following options on how A-IoT device wakes up or sleep.  
· Option 1: A-IoT device wakes up only based on RF incident power > activation threshold and A-IoT device sleeps only when fully discharged 
· Option 2: Reader provides signal/information to A-IoT device so that the device can wake up or sleep at the expected time and can be awaken or asleep for the expected time duration   
For Option 1, A-IoT device is activated/wakes up only when the received RF power exceeds the activation threshold and A-IoT device is deactivated when fully discharged. During the device’s deactivation duration, the device does not retain the memory, does not run any clock and device can harvest energy. When the device is charged in a certain level or fully charged, it wakes up as long as the RF incident power > activation threshold. By option 1, the device wakes up randomly and reader cannot predict when the device wakes up. From device perspective, the wake up mechanism and procedure is simple for implementation. From reader perspective, in order to cover as many devices as possible, it needs to transmit the R2D command multiple times, which may cause large overhead.  
Observation 3-2: for Option 1 that A-IoT device wakes up only based on RF incident power > activation threshold and A-IoT device sleeps only when fully discharged, during the sleep time, the A-IoT device can harvest the energy, and the device does not need to retain the memory, does not need to run any clock. 
For Option 2, the Reader can provide some R2D signal/information in a periodic manner or on demand manner to help device save power. There are some examples
· One example is duty-cycle based wake up mechanism, that reader provides the duty cycle “on and off” information in the periodic sync signal or broadcast information, so that A-IoT device wakes up and sleep based on the duty cycle. During the sleep, the device can harvest RF energy. In addition, during the sleep, the device needs to retain memory, run a clock/time counter to count the time until the next on duration. Note that the periodicity of the sync signal should be known by the device.  
· Another example is the reader can provide some R2D information e.g., target device ID, PRDCH monitoring/skipping time duration etc. to indicate certain devices to keep PRDCH monitoring or go to sleep for some duration. During the sleep period, similar as duty cycle based wake-up mechanism, the device can harvest RF energy. The device also needs to retain memory, run a clock/time counter to count the time duration (e.g., PRDCH monitoring/skipping time duration) indicated by the R2D transmission. Note that the information can be either periodic or on-demand, and is transparent to the device.     
As observed, by option 2, the reader can have better predictability on when the device wakes up or sleep, so that it can send the R2D command more efficiently. From device perspective, it is expected to prolong the sustainable time for transmission and reception, but it depends on the power gap between the energy harvest and the power consumption for running the clock and retain the memory, further study is needed.     
Observation 3-3: for Option 2 that Reader provides signal/information to A-IoT device so that the device can wake up or sleep at the expected time and can be awaken or asleep for the expected time duration, during the sleep time, the A-IoT device can harvest the energy, and the device needs to retain the memory and run clock to count the time until next wake up. The power gap between the harvested energy and the power consumption during the sleep time for the device needs to be studied.  
Proposal 3-2: study following options for A-IoT device wake-up and sleep mechanism:
· Option 1: A-IoT device wakes up only based on RF incident power > activation threshold and A-IoT device sleeps only when fully discharged
· Option 2: Reader provides signal/information to A-IoT device so that the device can wake up or sleep at the expected time and can be awaken or asleep for the expected time duration
4. Random access 
[bookmark: PP12]RAN2 agreed following [6]:
	Agreement on General aspects
3. RAN2 will support two use cases, “inventory” and “command”.  The definition, detailed wording is FFS
4. Baseline procedure:
· Step A: Based on the service request, the reader sends the Initial Trigger Message indicating device(s) that need to respond; Details FFS
· Step B: Triggered device(s) performs the random access-like procedure, if needed; Details FFS
· Step C: The device may perform the data communication with the reader as needed,: Details FFS
5. We will study the support of both “inventory” and “command” in the same procedure.  
6. FFS if Initial Trigger Message can also include “command”.  

Agreement on Random access
1. RAN2 confirms slotted-ALOHA is the baseline for Ambient IoT random access 
2. We will study the support for access triggering for a single device, group of devices, or all devices.    RAN2 to discuss the contention-based and contention-free access procedures and detailed solutions. 
3. Random Access is triggered by the reader 
4. Reader provides the information that the device needs to respond to the random access trigger.  FFS what those parameters are
5. Study the solution and benefits of both 2-step like random access procedure and 4-step like random access procedure.  FFS the details on each procedure and how we call it.  
6. Handling of contention resolution failure and access failure at the device will be studied in RAN2, including failure detection and re-access.  FFS details
7. For the very first access message from the device to reader in random access an ID is included.  RAN2 to discuss whether a temporary identifier is included, or the permanent device ID is included (considering other WGs input as well).



Based on the chair’s guidance, it is not in the scope of RAN1 to define the number of steps and the function of the message for each step in random access procedure. RAN1 can study contention resolution aspects at physical layer (in case of contention-based access) and how to use physical resources (in case of contention-free access), i.e. to study physical resources and physical channel(s)/signal(s) for contention-based and contention-free random access procedures. 

Although the necessary number of steps and exact messages of the steps for A-IoT contention-based access procedure should be led by RAN2, for the evaluation purpose on inventory latency, the assumption for contention based access is still needed from RAN1 perspective, as shown in the following proposal#3 of [Post-116bis-AIoT] Email discussion on Ambient IoT evaluation assumptions [7]. Therefore, following procedure can be considered in RAN1 just for latency calculation purpose:

	 Proposal#3 (V04)
 Proposal:
· The following performance metric is considered for evaluation purpose only,
· Inventory completion time for multiple A-IoT devices [s] 
· For inventory use case, the  ‘Inventory completion time for multiple A-IoT devices’ is defined as the time a reader successfully read completed the inventory process for [Z]% of A-IoT devices for a given number of reachable A-IoT devices within corresponding coverage by the reader
· FFS: Z = {99%(Mandatory), 90%(Optional)}
· FFS assumptions for the followings: Company to report
· Random access schemes
· R2D and D2R data rate
· Message size
· Device distribution, [near, middle, far] = [TBD%, TBD%, TBD%]
· [Impact of RF energy harvesting and power consumption]
· device number
· FFS for multiple readers This does not precluded companies to provide results for multiple readers.



Proposal 4-1: From RAN1 perspective, for A-IoT contention based access procedure, following steps is assumed for latency evaluation purpose.
· Step 1: Msg0 (R2D): Device receives an inventory command
· Step 2: Msg1 (D2R): Device transmits of a device random ID 
· Step 3: Msg2 (R2D): Device receives an acknowledgment of the device random ID
· Step 4: Msg3 (D2R): Device transmits UL data (such as device identifier)
Based on above proposed basic contention based access procedure, Table 1 gives one example of the latency calculation for assuming there is only 1 A-IoT device being inventoried.
Table 1: Latency analysis for contention based access procedure 
	
	Case 1: 
· R2D transmission with data rate of 7kbps (OOK-4, M=1 with 1/2 Machester coding); 
· D2R transmission with data rate of 40kbps (lowest data rate of RFID)
	Case 2: 
· R2D transmission with data rate of 28kbps (OOK-4, M=4 with 1/2 Machester coding); 
· D2R transmission with data rate of 320kbps 

	Step 1: Msg0 (R2D)
· A 24-bit inventory command
	~3429 us
	~857 us

	TR2D
	250us, assume max.(1/7kbps,10/40kbps)
	36us, assume max.(1/28kbps,10/320kbps)

	Step 2: Msg1 (D2R)
· A 16-bit device random ID
	400 us
	50 us

	TD2R
	~143us, assume two 15KHz OFDM symbols
	~143us, assume two 15KHz OFDM symbols

	Step 3: Msg2 (R2D)
· A 24-bit acknowledgment
	~3429 us
	~857 us

	TR2D
	~ 250 us
	~ 36 us

	Step 4: Msg3 (D2R)
· A 96-bit device identifier
	2400 us
	300 us

	TD2R
	~143us
	~143us

	Step 5: Msg4 (R2D)
· An 24-bit acknowledgment
	~3429 us
	~857 us

	Total delay from step 1 to step 4
	~10.3ms
	~2.71ms

	Total delay from step 1 to step 5
	~13.87ms
	~3.71ms



In the following, we provide our views on physical resource allocation for contention-based and contention-free random access procedures, based on the agreements made to study the time-domain multiple access of D2R transmissions and frequency-domain multiple access of D2R transmissions, at least by utilizing a small frequency-shift in baseband [1].
Physical layer resource allocation for time-domain multiple access of D2R transmissions  
[bookmark: _Hlk166058332]In RFID, slot-ALOHA based access with Q protocol is used for inventory, where the Q value in Query command indicates the total number of ‘slots’ and the start of each slot or the boundary between slots is indicated by the Reader by Query/QueryRep command. Upon receiving a Query command, target tags pick a random value in the range (0, 2Q–1) and load this value into their slot counter. Only a tag loads its slot counter with zero is allowed to reply to the Query to the Reader and continue the following inventory steps if any within the same slot.     
Observation 4-1: in RFID, the start and the end of a ‘slot’ is indicated by the reader. TDMA of the transmissions from multiple tags is achieved by TDMA of different ‘slots’ where transmission(s) from one tag is performed within one ‘slot’.  
For A-IoT random access, it is feasible and simple to support the similar TDMA mechnism for D2R transmissions that is one D2R transmission from a device corresponding to one R2D transmission and TDMA of D2R transmissions can be enabled by corresponding TDMA of R2D transmission. However, such way is low efficient for A-IoTrandom access. The study on the TDMA of D2R transmissions for contention based access should enable at least TDMA of Msg.1 D2R transmission from multiple devices corresponding to the same Msg0 R2D transmission.
Before discussing how each device determines the start and the end/transmission length of the time domain resource for Msg.1 D2R transmission by the same Msg.0 R2D transmission, for example, similar as NR time domain resource allocation indication, one important enabler for achieving this at the device side is the time counter/clock to enable the device to count the time, so that each device can identify the start time for its D2R transmission. Due to the poor timing maintenance at the device side, sufficient time gap between the TDMA of Msg.1 D2R transmissions from multiple devices should be reserved, which can be controlled by the Reader. If the clock or time counter is feasible at the device side to count the time, then the scheduling and timing relations based on Reader’s indication similar as NR k2 indication is also feasible, which is further discussed in section 5.1.    
Proposal 4-2: Study TDMA of Msg.1 D2R transmission from multiple devices corresponding to the same Msg0 R2D transmission for contention based access. Study includes following aspects 
· The feasibility for a A-IoT device to count the time for identifying its time domain resource for Msg.1 D2R transmission and the maximum time length the device is capable to count/maintain 
· Details on indication and determination of the time domain resource for TDMA of multiple Msg.1 D2R transmissions by the same Msg0 R2D transmission
If TDMA of Msg.1 D2R transmission from multiple devices is feasible, another discussion point is whether and how to enable TDMA of Msg.3 D2R transmission from multiple devices corresponding to the same Msg2 R2D transmission. The Msg.3 D2R transmission is understood to be used for transmitting the device identifier, which is expected to have large TBS, e.g. 96 bits. In case the D2R data rate is 5kbps, 20ms is needed for one D2R transmission. TDMA of multiple Msg.3 D2R transmissions may put higher requirements for device to maintain/count the time length.     
Proposal 4-3: Study whether/how to enable TDMA of Msg.3 D2R transmission from multiple devices corresponding to the same Msg2 R2D transmission for contention based access. 
Physical layer resource allocation for frequency-domain multiple access of D2R transmissions
For device 2b with internally generated D2R transmission, it is straightforward to indicate the different FDMed frequency resource for different A-IoT devices for D2R transmissions by R2D control information. For device 1/2a with D2R backscattered on a CW, different frequency resources for different A-IoT devices can be achieved by allocating different backscatter-link frequency (BLF) values in R2D control information as shown in Figure 1. For this case, there would be harmonic component of backscattered D2R transmisison from an A-IoT device which interferes D2R transmisison from another A-IoT device. Some frequency-domain resource shall be reserved to reduce inter-A-IoT device interference. The frequency-domain multiple access of D2R transmissions from different A-IoT devices can be achieved by corresponding multiple R2D transmissions where one R2D transmission schedules one D2R transmission, different BLF can be provided for different D2R transmission, similar as NR UE specific scheduling. For contention based access, scheduling the FDMA of multiple Msg.1 D2R transmissions by the same Msg0 R2D transmission is more efficient. The overhead/signalling for indicating the frequency domain resources for the multiple FDMed Msg.1 D2R transmissions depends on the A-IoT D2R system bandwidth, frequency shift capability, reserved frequency resources and Msg.1 D2R data rate etc.             
Proposal 4-4: Study FDMA of Msg.1 transmission from multiple devices corresponding to the same Msg0 R2D transmission for contention based access.   
· FFS details on indication and determinition of the frequency domain resource for FDMA of multiple Msg.1 D2R transmissions by the same Msg0 R2D transmission
Similarly, FDMA of Msg.3 transmission from multiple devices corresponding to the same Msg2 R2D transmission for contention based access can also be studied.  
Proposal 4-5: Study FDMA of Msg.3 transmission from multiple devices corresponding to the same Msg2 R2D transmission for contention based access.   
· FFS details on indication and determinition of the frequency domain resource for FDMA of multiple Msg.3 D2R transmissions by the same Msg2 R2D transmission


Figure 1. Example of different BLFs applied for FDMed A-IoT Devices in D2R link

5. [bookmark: PP6]Scheduling and timing relationships
This section provides our views on timing relations and scheduling/control information for R2D and D2R transmissions.
5.1. Timing relations  
In RAN1#106 meeting, following agreements were made for A-IoT scheduling and timing relations [8]:
	Agreement
For further discussion, the following terminologies are used for A-IoT for studying processing time aspects:
· TR2D_min: Minimum Time between a R2D transmission and the corresponding D2R transmission following it. 
· TD2R_min: Minimum Time between a D2R transmission and the corresponding R2D transmission following it.
· TR2D_R2D_min: Minimum Time between two different consecutive R2D transmissions to the same A-IoT device. 
· TD2R_D2R_min: Minimum Time between two different consecutive D2R transmissions from the same A-IoT device.
· The study should consider at least following aspects 
· Implementation restrictions for the existing BS/UE
· [Processing time is common or different for different A-IoT devices]
· [Processing time for different traffic types/command types (e.g. DT or DO-DTT) and/or different use case (e.g., Inventory or Command)] 
· FFS other timing aspects 



Time interval between a R2D transmission and the corresponding D2R transmission following it 
During RAN1#116bis meeting, there was some discussion on how to make Reader identify whether the A-IoT device correctly received the R2D transmission and take appropriate action if Reader does not receive the corresponding D2R transmission within a certain time window. There are two options.  
Option 1: Define the maximum time between a R2D transmission and the corresponding D2R transmission following it.
It was discussed that the maximum time should be defined for Reader to avoid long waits. However, it is not clear whether the maximum time has some impact on the device side or not. For example, in RFID C1G2 Standard, Tags and Interrogators shall meet all timing requirements shown in Table 6-16 in RFID C1G2 StandardTable 6-16. Thus, the maximum time in RFID may be not only for an interrogator to decide the next action but may also serve as a requirement for the tag to send the reply. 
Similarly, for A-IoT, whether the maximum time is a requirement for the device and whether/how it impacts the device behavior should be discussed. If it is a requirement, it should be uniform for all device types, which might eliminate the need to account for the corresponding device behavior when the D2R transmission time not meeting the maximum time requirements. 
Conversely, if it is not a requirement but some kind of time bound for Reader waiting time, then Reader side behavior is clear for a case where no D2R transmission is received within the maximum time bound, e.g., Reader treats the previous R2D transmission as failed. However, it remains uncertain whether devices is allowed or not to transmit the D2R transmission after the maximum time bound. The corresponding behavior for the device side should be defined. In addition, it is also not clear if the maximum time bound varies across different cases or device types. If it is, how to handle the case where the reader is unaware of the device type should also be clarified.
Option 2: The corresponding D2R response time is indicated by R2D control information. 
Option 2 allows the D2R response time determined by the reader, offering a higher flexibility for scheduling as well as avoiding prolonged waiting/ambiguous time. Besides, as discussed in section 4, Option 2 can support multiple TDMed devices at least for Msg.1 D2R transmission to reply to the same Msg.0 R2D inventory command during the contention-based access procedure, thus improving overall system efficiency. But it depends on whether the device is capable of running clock to count the time maintenance. Considering the time drift at the device side, the D2R start transmission time may have some time shift with the indicated time, while it can be handled by the reader to reserve some time window to cover the ambiguous time for the start of the D2R transmission.
Proposal 5.1-1: Study the time interval between the R2D transmission and the corresponding D2R transmission following it based on the following options
· Option 1: Define a maximum time TR2D_max between a R2D transmission and the corresponding D2R transmission following it, so that the D2R transmission timing is within [TR2D_min, TR2D_max].
· If Reader does not receive the corresponding D2R transmission following a R2D transmission within [TR2D_min, TR2D_max], Reader considers the R2D transmission failure.    
· FFS whether/how to consider the case where the corresponding D2R transmission is after TR2D_max  
· Option 2: The time interval TR2D between the R2D transmission and the corresponding D2R transmission is indicated by the R2D transmission, so that the D2R transmission timing is based on the indicated TR2D , where TR2D  TR2D_min
· If Reader does not receive the corresponding D2R transmission following a R2D transmission at the indicated time plus some time margin considering the time drift at the device side, Reader considers the R2D transmission failure.    

Time interval between a D2R transmission and the corresponding R2D transmission following it 
Similar to TR2D_max, there were also some discussions on the purpose of the TD2R_max. In our understanding, this time limit provides some guidance for the device. For example: 
For the inventory use case using the contention access procedure, if a device sends Msg.3 but does not receive a response within TD2R_max time, it may assume that Msg.3 transmission was successful and the contention access is finished. Then, the device can update its state and proceed with subsequent transmissions if any. However, if the device receives a NACK within TD2R_max time, it considers the contention access for the current inventory failed, the device maintains its current state and can continue to participate in the inventory for the same session. 
For the command use case, if no feedback is received from the reader within TD2R_max time limit, it may be beneficial for the device to consider D2R transmission as successful and stop R2D monitoring to save power. 
Proposal 5.1-2: When a R2D transmission in response to a D2R transmission is expected for the A-IoT device, define a maximum time TD2R_max between the D2R transmission and the expected R2D transmission following it, so that the R2D transmission timing is expected to be within [TD2R_min, TD2R_max].
· FFS device behavior if the device does not receive the expected R2D transmission in response to a D2R transmission within [TD2R_min, TD2R_max]. 

Usage for TD2R_D2R_min
At the last meeting, some companies mentioned that the motivation behind TD2R_D2R_min is not clear. In our understanding, one usage of this time limit is similar to the "in-process reply, i.e., T7" in RFID. In RFID, if a tag needs more time to execute the received command, it can respond with "in-process" and subsequently send the D2R responses as long as they meet the specific time requirements.  
Proposal 5.1-3: FFS the use case of TD2R_D2R_min between two different consecutive D2R transmissions from the same A-IoT device and from processing time aspects.
· E.g., a A-IoT device may need more time to execute R2D transmissions triggering the consecutive D2R responses.  
About the exact time point (e.g. starting and/or ending time) for the above time intervals, it can be discussed after more progress is made for D2R and R2D waveform, basic resource allocation unit e.g. chip or bit symbol in time-domain etc. 
5.2. Scheduling aspects 
In RFID C1G2 standard, it is the reader’s responsibility to determine the DL and UL transmission parameters and send the scheduling information to Tag by using the preamble and payload when initiating an inventory round. More specifically, 
· for Tag DL transmission, the modulation can be DSB-ASK, SSB-ASK, or PR-ASK, and the Tag is able to demodulate all three modulation schemes; the coding format is fixed as PIE (Pulse-interval encoding); the transmission length for data ‘0’ and data ‘1’ is determined by measuring the length of Rtcal in the preamble.      
· for Tag UL transmission, the modulation can be ASK or PSK which can be determined by the Tag, and Reader should demodulate both modulation schemes; the coding format can be FM0 with M=1 or Miller-modulated subcarrier with M=2,4,8; Tag’s backscatter link frequency is also determined and indicated by the Reader by Trcal in the preamble and divide ratio (DR) and modulation scheme M indicated in the payload of a Query command that initiates an inventory round. 
Note that during an inventory round, the Preamble in the Query command sets the UL transmission parameters for the remainder of the inventory session, which means the transmission parameters do not change for the entire inventory round.
In NR, the scheduling can be classified as dynamic grant based which requires dynamic signaling, i.e., DCI to schedule each DL/UL transmission and configured grant based, for which the transmission is periodic and configured by semi-static signaling, implying that the transmission parameters like resource, payload size, power cannot be dynamically changed. 
For A-IoT operation, as discussed, it may not be practical to require the device to retain the semi-static configuration for parameters related to R2D reception and D2R transmission. Therefore, for some commands with small payloads, the transmission parameters like TBS, modulation, coding rate can be fixed. For some commands with large payload or higher layer data with variable payload size, the transmission parameters such as TBS, modulation, coding rate, coding schemes, the timing of D2R transmission, the time and frequency domain resource allocations for TDMed and FDMed D2R transmissions that indicated by the R2D control information is more efficient.  
Proposal 5.2-1: Study the necessary scheduling information if any for PRDCH transmission with fixed and variable TBS. 
· the scheduling information for PRDCH transmission if identified is provided by R2D control information. 
Proposal 5.2-2: Scheduling information for a PDRCH is provided by R2D control information in a corresponding PRDCH transmission. 
· FFS the scheduling information for a PDRCH, e.g., chip length, MCS, TBS, the frequency-domain resource, the time-domain resource, transmission timing, etc. 
6. Conclusion
In this contribution, we provide our views on frame structure and timing aspects for A-IoT. The observations, conclusions and proposals are summarized as follows.
Frame structure
Proposal 2.1-1: For R2D transmission, the end of R2D transmission from Reader perspective may or may not be aligned with the boundary of an NR OFDM symbol (including the CP) for in-band/guard-band operation. 
Proposal 2.1-2: A-IoT device is not required to acquire the NR frame/subframe/slot/OFDM symbol index. 
Proposal 2.1-3: For D2R transmission, A-IoT device does not apply and maintains the timing advance (TA). 
Proposal 2.1-4: From the A-IoT device side, an OOK symbol/chip length can be considered as the basic resource unit for constructing A-IoT DL/UL channel/signals. 
Proposal 2.2-1: RAN1 study the R2D transmission without midamble as the baseline.   
Observation 2.3-1: Using R2D Postamble to indicate the end of PRDCH transmission can enable any TBS for PRDCH transmission. However, it is not clear how variable TBS is required for PRDCH for indoor inventory and command use cases.   
Observation 2.3-2: R2D Postamble may not be needed for PRDCH with fixed TBS.
Observation 2.3-3: R2D Postamble may result in PRDCH decoding failure or additional power consumption due to false or miss detection. 
Observation 2.3-4: Using R2D control information to indicate or derive the end of PRDCH transmission can enable limited number of TBS for PRDCH transmission. There is tradeoff between the overhead of R2D control information and the number of TBS for PRDCH transmission.
Observation 2.3-5: Using R2D control information to indicate or derive the end of PRDCH transmission is more robust to the ambiguity of the end of transmission. 
Proposal 2.3-1: The end of PRDCH transmission that is determined or derived by the R2D control information should be studied as baseline. 
· FFS the R2D control information is/are the physical layer and/or higher layer control information
Observation 2.4-1: For timing/frequency tracking, 
· if receiver obtains the timing by edge detection between the low and high voltage, midamble may not be needed for receiver in case line coding is used and FEC is not used.  
· if receiver obtains the timing by ML detection through correlation, depending on the timing drift, midamble may be needed for PDRCH with long transmission length.
Observation 2.4-2: If the receiver uses coherent detection, midamble may be needed for channel estimation for PDRCH with long transmission length.   
Observation 2.4-3: For the case of FDMA of multiple D2R transmissions, midamble used for channel estimation may increase the overhead. 
Proposal 2.4-1: The interference estimated by D2R midamble, includes the CW interfence and the interference comes from the FDMed A-IoT device.    
Observation 2.4-4: D2R midamble may not be needed for CW interference estimation since the CW interference can be estimated before the D2R transmission. 
Observation 2.4-5: D2R midamble can be used for estimation of the interference from multiple A-IoT devices and the interference impact and performance improvement need to be checked. 
Proposal 2.4-2: If D2R midamble is needed for PDRCH transmission, the design should be flexible and efficient to support different purposes.
Observation 2.5-1: for indication of the end of PDRCH transmssion, 
· D2R Postamble may not be needed for PDRCH with fixed TBS.
· D2R Postamble may result in PDRCH decoding failure or additional power consumption due to false or miss detection.
· D2R Postamble makes the scheduling and resource management difficult for the Reader 
Observation 2.5-2: Physical layer D2R control information is not well justified for A-IoT operation. If any D2R control information is needed, it should be higher layer D2R control information with fixed TBS. 
Observation 2.5-3: In case the PDRCH transmission includes only higher layer D2R control information with fixed TBS, the TBS/transmission length can be determined by the higher layer D2R control information; In case the PDRCH transmission includes D2R data information with variable TBS, the TBS/transmission length determined by the R2D control information is preferred. 
Proposal 2.5-1: Study the reader acquires the end of PDRCH transmission at least based on R2D control information.
· FFS D2R control information for PDRCH transmission with fixed TBS
Observation 2.5-4: If D2R postamble is used for reader to recover the timing of PDRCH transmission, it may have impacts on the processing timeline at the Reader side. In addition, postamble is not needed in case midamble is introduced.   
Proposal 2.5-2: For the reader to track the timing of PDRCH transmission, D2R postamble is not needed.

Impact of device unavailability 
Observation 3-1: RANP#103 gave the charging time target, which should be assumed up to several tens of seconds. Then it may not be possible for the reader to assume the device is always available during the inventory procedure. However, the impacts due to device’s unavailability also depend on the discharging time and required time duration to complete the inventory procedure.
Proposal 3-1: Study device’s available time in AI 9.4.1.2 receiver architecture.   
Observation 3-2: for Option 1 that A-IoT device wakes up only based on RF incident power > activation threshold and A-IoT device sleeps only when fully discharged, during the sleep time, the A-IoT device can harvest the energy, and the device does not need to retain the memory, does not need to run any clock. 
Observation 3-3: for Option 2 that Reader provides signal/information to A-IoT device so that the device can wake up or sleep at the expected time and can be awaken or asleep for the expected time duration, during the sleep time, the A-IoT device can harvest the energy, and the device needs to retain the memory and run clock to count the time until next wake up. The power gap between the harvested energy and the power consumption during the sleep time for the device needs to be studied.  
Proposal 3-2: study following options for A-IoT device wake-up and sleep mechanism:
· Option 1: A-IoT device wakes up only based on RF incident power > activation threshold and A-IoT device sleeps only when fully discharged
· Option 2: Reader provides signal/information to A-IoT device so that the device can wake up or sleep at the expected time and can be awaken or asleep for the expected time duration

Random access
Proposal 4-1: From RAN1 perspective, for A-IoT contention based access procedure, following steps is assumed for latency evaluation purpose.
· Step 1: Msg0 (R2D): Device receives an inventory command
· Step 2: Msg1 (D2R): Device transmits of a device random ID 
· Step 3: Msg2 (R2D): Device receives an acknowledgment of the device random ID
· Step 4: Msg3 (D2R): Device transmits UL data (such as device identifier)
Observation 4-1: in RFID, the start and the end of a ‘slot’ is indicated by the reader. TDMA of the transmissions from multiple tags is achieved by TDMA of different ‘slots’ where transmission(s) from one tag is performed within one ‘slot’.  
Proposal 4-2: Study TDMA of Msg.1 D2R transmission from multiple devices corresponding to the same Msg0 R2D transmission for contention based access. Study includes following aspects 
· The feasibility for a A-IoT device to count the time for identifying its time domain resource for Msg.1 D2R transmission and the maximum time length the device is capable to count/maintain 
· Details on indication and determination of the time domain resource for TDMA of multiple Msg.1 D2R transmissions by the same Msg0 R2D transmission
Proposal 4-3: Study whether/how to enable TDMA of Msg.3 D2R transmission from multiple devices corresponding to the same Msg2 R2D transmission for contention based access. 
Proposal 4-4: Study FDMA of Msg.1 transmission from multiple devices corresponding to the same Msg0 R2D transmission for contention based access.   
· FFS details on indication and determinition of the frequency domain resource for FDMA of multiple Msg.1 D2R transmissions by the same Msg0 R2D transmission
Proposal 4-5: Study FDMA of Msg.3 transmission from multiple devices corresponding to the same Msg2 R2D transmission for contention based access.   
· FFS details on indication and determinition of the frequency domain resource for FDMA of multiple Msg.3 D2R transmissions by the same Msg2 R2D transmission

Scheduling and timing relationships 
Proposal 5.1-1: Study the time interval between the R2D transmission and the corresponding D2R transmission following it based on the following options
· Option 1: Define a maximum time TR2D_max between a R2D transmission and the corresponding D2R transmission following it, so that the D2R transmission timing is within [TR2D_min, TR2D_max].
· If Reader does not receive the corresponding D2R transmission following a R2D transmission within [TR2D_min, TR2D_max], Reader considers the R2D transmission failure.    
· FFS whether/how to consider the case where the corresponding D2R transmission is after TR2D_max  
· Option 2: The time interval TR2D between the R2D transmission and the corresponding D2R transmission is indicated by the R2D transmission, so that the D2R transmission timing is based on the indicated TR2D , where TR2D  TR2D_min
· If Reader does not receive the corresponding D2R transmission following a R2D transmission at the indicated time plus some time margin considering the time drift at the device side, Reader considers the R2D transmission failure.    
Proposal 5.1-2: When a R2D transmission in response to a D2R transmission is expected for the A-IoT device, define a maximum time TD2R_max between the D2R transmission and the expected R2D transmission following it, so that the R2D transmission timing is expected to be within [TD2R_min, TD2R_max].
· FFS device behavior if the device does not receive the expected R2D transmission in response to a D2R transmission within [TD2R_min, TD2R_max]. 
Proposal 5.1-3: FFS the use case of TD2R_D2R_min between two different consecutive D2R transmissions from the same A-IoT device and from processing time aspects.
· E.g., a A-IoT device may need more time to execute R2D transmissions triggering the consecutive D2R responses.  
Proposal 5.2-1: Study the necessary scheduling information if any for PRDCH transmission with fixed and variable TBS. 
· the scheduling information for PRDCH transmission if identified is provided by R2D control information. 
Proposal 5.2-2: Scheduling information for a PDRCH is provided by R2D control information in a corresponding PRDCH transmission. 
· FFS the scheduling information for a PDRCH, e.g., chip length, MCS, TBS, the frequency-domain resource, the time-domain resource, transmission timing, etc. 
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