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1. Introduction
In RAN#102, Rel-19 new work item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface is endorsed. One of the objectives of the work item [1] is to further study the following as a sequel to the Rel-18 study:

	Rel-19 WID [1]
*** text omitted***
Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 
***text omitted***



In the following, we provide our view on the above remaining issues. 



2. Further study on AI/ML model and Data
1 
2 
2.1 
2.2 
2.1. On model identification   
The problem - Implementation dependency 
First let us consider an example for implementation dependency (compatibility issue) that may arise in UE-sided beam prediction. When the beam prediction is done by an AI/ML model at the UE, i.e., UE-side AI/ML model, the Set-B (measurement set) and Set-A (prediction set) can be configured to UE as a set (group) of CSI-RS resources. In general, the mapping between the CSI-RS resources in Set-A and Set-B to the physical transmission beams is up to gNB’s implementation. As an example, the beam characteristics, including pointing angles, beam width, etc., for the beams corresponding to CSI-RS resources in Set-B can be different from one gNB to the other. Moreover, even in one gNB or cell, the pointing angles of such beam might vary in time or across TRPs. AI/ML model for beam prediction must be trained with the same mapping between the physical beam characteristics to measurement resources (CSI-RS) during the training and inference stages. Therefore, a mechanism to secure consistency on the Network-side setting, i.e., ‘network-side additional information’ according to Rel-18 SI lingua [1], during the training and inference stage is highly desired.  


As another example, two-sided model based CSI compression can be considered. One way of developing two-sided model is based on Type 3 training starting from the network-part, i.e., once the network trains its model (decoder), it shares the training dataset for the training of UE-part (encoder) of the two-sided model. Based on the gNB’s implementation, the shared dataset may vary and affect compatibility. This variation may result from variation in network-side vendors, variation on the antenna setting, variation on the TRP which the decoder belongs to (for site/cell/location-specific model), etc. Thus, this variation would affect which models would pair with the decoder at the network. 

It is clear from the above examples, a common compatibility problem may appear in both one-side model and two-sided models with respect to network-side additional conditions. Thus, a unified solution shall be sought. 
   
	38.843 [3]
*** text omitted***
For AI/ML model identification of UE-side or UE-part of two-sided models, model identification is categorized in the following types:
-	Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signalling
-	The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signalling after model identification. 
-	Type B: Model is identified via over-the-air signalling,
-	Type B1: 
-	Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
-	the model may be assigned with a model ID during the model identification
-	Type B2: 
-	Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
-	the model may be assigned with a model ID during the model identification
-	Note: 	This study does not imply that model identification is necessary.
***text omitted***




On the compatibility of AI/ML operation at the UE with the network-side settings (network-side additional conditions)  

As illustrated in the above two examples, if the same network-side setting assumption is employed (assumed) during training dataset collection phase ( i.e., training) and model inference phase, compatibility can be ensured. 

[image: ]
Figure 1: UE-side and UE-part of two-sided Model Training and Inference.


In the following, we provide our view on the below potential approaches discussed in Rel-18 SI. 

	38.843 [3]
*** text omitted***
For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. It does not imply that additional conditions are necessarily specified. Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. Note: whether specification impact is needed is a separate discussion.
*** text omitted***
For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
-	Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
-	Model training at NW and transfer to UE, where the model has been trained under the additional condition
-	Information and/or indication on NW-side additional conditions is provided to UE 
-	Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
-	Other approaches are not precluded
-	Note: 	the possibility that different approaches can achieve the same function is not denied
***text omitted***





(a) How does indication of network-side additional condition works?
One way to acquire this consistency on the assumptions for training and inference is based on network’s indication (via a form of an ID) for the network-side additional condition, i.e., network-side settings. If the same ID is mapped to the same network-side setting (additional condition) during data collection for model training ((1) of Fig. 2) and model inference ((4) of (Fig. 2)), the compatibility/consistency issue can be mitigated. The UE-side vendor can use this ID and other information such as cell global ID or other location related information to categorize the collected dataset for training. The collected dataset can be used to train AI/ML models (including site-specific models). Later in the inference stage ((4) of (Figure 1)) after the model is developed and deployed at the UE, if the same indication is provided to the UE, it may be used for the selection of a model in a transparent manner. One may consider such indication on network-side additional conditions as dataset ID or model identification via Type B. 
[image: ]
Figure 2 Indication of network-side additional conditions for consistency between model training and inference


(b) How does provision of information on network-side additional conditions works? 
In the below, we assume network-side additional condition is provisioned over-the-air-interface. In contrary, if such information is provisioned offline via multi-vendor collaboration, it may be considered as Type A model identification and it is analyzed separately. Thus, the NW-side additional condition may be provided through specified parameters for data collection and for inference. The UE-side may use such information for categorization of collected dataset and model selection for inference. However, this solution may not protect the network’s proprietary information, i.e., vendor-sensitive information. Moreover, the UE may not need the explicit NW-side additional condition information for dataset categorization and implicit indication as (a) may suffices. One may consider this approach as Type B model identification.   

(c) How does Type A model identification-based approach works? 
In Type A model identification, the model may be identified without the air-interface. Thus, it may require multi-vendor offline collaboration for the model identification. The model identification may also require the UE-side and network-side to assign a model ID for the models that are applicable to certain network-side additional conditions. The ID can then later be used for model selection and inference. The main drawback of this approach is that it requires massive offline multi-vendor collaboration/co-engineering and it doesn’t provide engineering isolation for the vendors to independently develop/update their models. LCM burden on network may also be large if the model IDs are assigned in vendor/device specific manner.  

(d) How does model training at the network and transfer to the UE may work? 
In this approach a model is trained under the network-side additional condition at the network and transferred from network to the UE. This may require Type B2 model identification for model ID assignment or mapping models to applicable functionalities/ configurations. In the inference stage, Model ID or configuration ID is indicated and can be used for model selection.  LCM burden on network may also be large if the models has to be trained and stored at the network in device/vendor-specific manner, e.g., via proprietary format.  

(e) How does model monitoring based solution works?  
In this approach a model training for UE-side model might be transparent to the network. The UE may train candidate models which can be monitored/assessed before activation for inference. The UE then selects the appropriate model which is suitable to the network-side additional condition transparently. Further investigation is needed on how this approach works for two-sided model. 

In the above discussion, it is apparent the proposed approaches are aimed to achieve the same goal. In this regard, it is beneficial to compare them with respect to whether they provide protection for network’s proprietary information, whether they incur low/high LCM burden (complexity) on the network, whether they provide engineering isolation (facilitate vendors to independently develop/update their models without co-engineering requirements). 

Moreover, the following was agreed in RAN1#116 and RAN1#116bis.

	Agreement RAN1#116
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded
Observation
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring
Agreement RAN1#116
· Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion

Agreement RAN1#116bis
From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)
· How model ID(s) is determined/assigned, e.g., 
· Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
· FFS: how to report
· Note: D is to facilitate AI/ML model inference
· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.




As discussed above, indication for network-side additional conditions in the data collection (or dataset transfer) and inference ensures compatibility between UE-side model and network-side additional conditions. This indication for network-side additional condition can be considered as implicit model identification via MI-Option 1, when there is one-to-one relationship between the assumed/identified model and the indicated NW-side additional condition. 

As agreed in RAN1#116bis (above), for MI-Option 1: model identification with data collection related configuration(s) and/or indication(s) is for model-level management of UE-side AI/ML operations. For resolving the consistency issue on network-side additional conditions for model training and inference 


Proposal#1: To study the necessity of MI-Option1, RAN1 to consider its application on model-level management of AI/ML operations at the UE including 
· Timeline management for LCM operations, e.g., model inference, activation, switching 
· Network’s awareness on UE’s AI/ML processing unit and its occupancy

Proposal#2: RAN1 to conclude ensuring consistency on network-side additional condition between model training and inference does not necessitate model identification. Indication on network-side additional condition based on Step A/B/C of AI-Example1 and additional interaction of associated IDs between UE and NW is sufficient. 



For MI-Option2, RAN1 may consider a similar procedure for MI-Option1. 

Proposal#3: For MI-Option2: model identification with dataset transfer, consider the following procedure as a starting point
· For dataset transfer: Network provides configurations for dataset transfer with indication(s), in the form of an ID, for NW-side additional condition. 
· For model training: UE-side uses the ID for dataset categorization to train a model compatible with the indicated NW-side additional condition.
· For model inference: For UE’s model selection, network provides configuration for inference with indication, in the form of an ID, for NW-side additional condition. 
Note: The UE-side vendor may develop a single model compatible to multiple NW-side indications (NSIs) 

Note that the above procedures ensure compatibility between network-side and UE-side. However, the procedures are not strictly related to model-ID based LCM as there is no explicit model identification. Additionally, the UE-vendor may develop a single model compatible to multiple indicated NW-side additional conditions. For the model-level LCM assistance from the network, the network may have to know the mapping between UE’s model and the associated conditions and additional conditions of AI/ML feature/FG. This helps both the network and UE for efficient management of LCM processing timeline (inference, activation, etc.) and AI/ML processing resources, i.e., in order the network not to overload the UE beyond its processing capability. 

	38.843 [3]
***text omitted***
For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models, model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.



As indicated above in the 38.843, additional procedure between UE and network may be required to identify a model by associating specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions. 

Proposal#4: For MI-Option 1 and MI-Option 2, consider the following additional procedure for model-ID-based LCM with model identification Type B1
· For NW’s indication on NW-side additional condition: The network provides the list of indicator(s) of network-side additional conditions for an AI/ML-enabled feature/FG
· For UE’s model identification to the network: The UE identifies a model with information on the supported configurations/conditions for AI/ML-enabled feature/FG and/or associated indicators for NW-side additional conditions.
· For model-ID based LCM: Network use model ID(s) for the identified model(s) to give LCM assistance, e.g., model activation, inference, monitoring, deactivation. 

For MI-Option 1 and MI-Option 2, the UE capability on supported model is dependent on NW’s indication, i.e., it dynamically change from one cell to the other. Thus, whether to introduce additional procedure other than the capability report, e.g., as illustrated in Figure 3, can be further studied by appropriate working group.

[image: ]
Figure 3  Exemplary procedure for Type B1 model identification



	38.843 [3]
*** text omitted***
Once models are identified, at least for Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point. Note: model identification using capability report is not precluded for type B1 and type B2. 
Model ID may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. Note: Details can be studied in the WI phase. 
***text omitted***



If reference model standardization happens, more than one reference models can be standardized for a give AI/Ml feature/FG. This may be due to reasons such as model complexity (light/heavy), scenario specific models, e.g., indoor/outdoor, configuration-specific, e.g., high/low CSI feedback overhead models, etc. However, the UE-side may develop a single model compatible with multiple reference models. Thus, UE may identify such models via model identification Type B1. Thus for MI-Option 4, both Type A and Type B1, can be considered.  


Proposal#5: For MI-Option 4: model identification via standardization of reference models consider the following options:
· MI-Option 4 Type A: Model-ID identifies a fully standardized reference model
· MI Option 4 Type B1: Model-ID indicates UE’s identified model compatible with one or more standardized reference model 

For MI-Option 4, the UE capability on its supported model is static, i.e., it does not dynamically change from one cell to the other. Thus, it is possible for UE to indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report.

Proposal#6: For MI-Option 4: model identification via standardization of reference models, UE may indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report. 

2.2 On UE-side model data collection
Regarding data collection in Rel-18 SI [3], the following aspects were considered for potential specification impact. Considering the below aspects, we provide our view on UE-side model data collection as per the objective of the WID. 

	38.843 [3]
*** text omitted***
At least the following aspects, if applicable, are considered along with the corresponding specification impact:
-	Measurement configuration and reporting
-	Contents, type and format of data including:
-	Data related to model input
-	Data related to ground-truth 
-	Quality of the data
-	Other information
-	Signalling of assistance information for categorizing the data
-	Note: The study should consider the feasibility of disclosure of proprietary information
-	Signalling for data collection procedure
***text omitted***




For model at the UE, i.e., for UE-side model and UE-part of two-sided model, the model training can be based on the following two cases. 
Case 1: training at NW-side followed by model transfer to the UE.
Case 2: training by UE-side vendor, e.g., on device or external OTT server

For Case 1, the network can collect the training data based on l1 or l3 signaling in a similar manner as for training data collection for network-side model. However, the feasibility and necessity of Case 1, i.e., model transfer, is under discussion. Thus, in the following, we focus our analysis for Case 2. 

Observation#1: For UE-side model and UE-part of two-sided model, model training 
Case 1: training at NW-side and model transfer to the UE.
Case 2: training by UE-side vendor, e.g., on device or external OTT server
The feasibility of Case 1 is strongly tied to the feasibility of model transfer/delivery. 


For Case 2, the UE-side vendor is responsible for model training. The UE-side vendor may have its own preferred data format, e.g., resolution, compression and type of ground truth data. Aligning such preferences through standardization would be unnecessarily restrictive as data is transferred intra-vendor. Additionally, auxiliary information which is related to proprietary implementation, i.e., vendor-sensitive information, may be used for model training, e.g., receive beam information, physical antenna information, etc. If the data is delivered to a third party, e.g., non-UE vendor, access to such data may expose proprietary implementation information. Another issues is UE data leakage that may result threat to privacy and security. This has some overlap with the auxiliary information provision, e.g., position information can be tagged to the collected data. Lastly, there is also data ownership issues that may arise when the UE-side model data is disclosed to other entities other than the UE-side vendor. 

Observation#2: For UE-side model and UE-part of two-sided model training by UE-side vendor, proprietary data delivery from UE addresses issues including: 
· Compatibility on the preferred data format.
· Auxiliary information needed for model training that may expose proprietary implementation. 
· Data leakage resulting in privacy and security issues. 
· Data ownership issues.

Thus, we propose the de-prioritization of data collection/delivery from UE to entities outside 3GPP network or to 3GPP network entities other than gNB and LMF. 

Proposal#7: Deprioritize data collection/delivery from UE to entities outside 3GPP network, e.g., OTT server, or to 3GPP network entities other than gNB and LMF. 
Note: gNB and LMF can collect data based on the same mechanism as network-side model.  

2.3 On model transfer/delivery
In Rel-18 SI, the below 6 cases of model delivery/transfer were considered and the corresponding analysis were provided. 

	
Table 4.3-1 introduces different options for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models:
Table 4.3-1: Model delivery/transfer cases
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top.
	Outside 3GPP Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format.
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format.
	3GPP Network
	NW-side

	z3
	model transfer in open format.
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE, i.e., an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support. 
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE, i.e., any other model structure not covered in z4, including any model structure that is only partially known.
	3GPP Network
	NW-side

	Note:	The definition of various Cases is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.



*** text omitted***

For model delivery/transfer to UE (for UE-side models and UE-part of two-sided models):
-	Model delivery/transfer to UE, if feasible, may be beneficial to handle scenario/configuration specific (including site-specific configuration/channel conditions) models (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites), to reduce the device storage requirement.
-	Model delivery/transfer to UE after offline compiling and/or testing may be friendlier from UE’s implementation point of view compared to the case without offline compiling and/or testing. On the other hand, the case without offline compiling and/or testing (that can update parameter with known model structure), may have benefit at least in terms of shorter model parameter update timescale.
-	Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.
-	For model trained at network side, Case y (w/ NW-side training) and Case z2 may incur the burden of offline cross-vendor collaboration such as sending a model to the UE-side and/or compiling a model.
-	For model trained at UE side/neutral site, Case z1 and Case z3 may incur the burden of offline cross-vendor collaboration to send the trained model from the UE-side to the network, compared to Case y (w/ UE-side training) which does not have such burden.
-	Model storage at the 3GPP network, compared to storing the model outside the 3GPP network, may come with 3GPP network side burden on model maintenance/storage.
-	Proprietary design disclosure concern may arise from model training and/or model storage at the network side compared to other cases (such as case y with UE side training) which does not have such issue.
*** text omitted***



In the above analysis, it is clear that cases z1, z2 and z3 require offline cross vendor collaboration. Such requirement is prohibitively complex for model development, resulting in a longer cycle in the model development. Considering the number of vendors to be involved, it may also not be attainable and may result in unfair eco-system, e.g., uninviting eco-system for newcomers. In this regard, RAN1#116 and RAN1#116bis deprioritized the study on Case z2, Case z3 and Case z5. The remaining cases are Case 1 and Case 4. However, Rel-18 SI has already made conclusion that Case 1 requires offline cross vendor collaboration for model sending from the UE-side to the network-side. 

Proposal#8: Deprioritize study on Case z1 of 3GPP non-transparent model transfer cases as it requires offline cross-vendor collaboration. 

For Case z4, the model structure can be identified between UE-side and NE-side via either cross-vendor collaboration or standardization. Considering that there are a few options for model structure, the requirements and benefits of such standardization-based alignment can be further studied. 

Observation#4: For Case z4, model transfer in open format of a known model structure at UE, the exact model structure can be identified between NW and UE through specification. 


Proposal#8: Study the feasibility and potential benefits of model (parameter) transfer for specified model structure from gNB to UE, i.e., Case z4.



Conclusion
In this contribution, the following observations and proposals are made:
Proposal#1: To study the necessity of MI-Option1, RAN1 to consider its application on model-level management of AI/ML operations at the UE including 
· Timeline management for LCM operations, e.g., model inference, activation, switching 
· Network’s awareness on UE’s AI/ML processing units and corresponding occupancy

Proposal#2: RAN1 to conclude ensuring consistency on network-side additional condition between model training and inference does not necessitate model identification. Indication on network-side additional condition based on Step A/B/C of AI-Example1 and additional interaction of associated IDs between UE and NW is sufficient. 

Proposal#3: For MI-Option 2: model identification with dataset transfer, consider the following procedure as a starting point
· For dataset transfer: Network provides configurations for dataset transfer with indication(s), in the form of an ID, for NW-side additional condition. 
· For model training: UE-side uses the ID for dataset categorization to train a model compatible with the indicated NW-side additional condition.
· For model inference: Network provides configuration for inference with indication, in the form of an ID, for NW-side additional condition. 
Note: The UE-side vendor may develop a single model compatible to multiple NW-side indications (NSIs) 

Proposal#4: For MI-Option 1 and MI-Option 2, consider the following additional procedure for model-ID-based LCM with model identification Type B1
· For NW’s indication on NW-side additional condition: The network provides the list of indicator(s) of network-side additional conditions for an AI/ML-enabled feature/FG
· For UE’s model identification to the network: The UE identifies a model with information on the supported configurations/conditions for AI/ML-enabled feature/FG and/or associated indicators for NW-side additional conditions.
· For model-ID based LCM: Network use model ID(s) for the identified model(s) to give LCM assistance, e.g., model activation, inference, monitoring, deactivation. 

Proposal#5: For MI-Option 4: model identification via standardization of reference models consider the following options:
· MI-Option 4 Type A: Model-ID identifies a standardized reference model
· MI Option 4 Type B1: Model-ID indicates UE’s identified model compatible with one or more standardized reference model 

Proposal#6: For MI-Option 4: model identification via standardization of reference models, UE may indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report. 

[bookmark: _GoBack]Observation#1: For UE-side model and UE-part of two-sided model, model training 
Case 1: training at NW-side and model transfer to the UE.
Case 2: training by UE-side vendor, e.g., on device or external OTT server
The feasibility of Case 1 is strongly tied to the feasibility of model transfer/delivery. 

Observation#2: For UE-side model and UE-part of two-sided model training by UE-side vendor, proprietary data delivery from UE addresses issues including: 
· Compatibility on the preferred data format.
· Auxiliary information needed for model training that may expose proprietary implementation. 
· Data leakage resulting in privacy and security issues. 
· Data ownership issues.


Proposal#7: Deprioritize data collection/delivery from UE to entities outside 3GPP network, e.g., OTT server, or to 3GPP network entities other than gNB and LMF. 
Note: gNB and LMF can collect data based on the same mechanism as network-side model.  

Proposal#8: Deprioritize study on Case z1 of 3GPP non-transparent model transfer, as it requires offline cross-vendor collaboration. 

Observation#3: For Case z4, model transfer in open format of a known model structure at UE, the exact model structure can be identified between NW and UE through specification. 

Proposal#9: Study the feasibility and potential benefits of model (parameter) transfer for specified model structure from gNB to UE, i.e., Case z4.
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