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Introduction
In the SA2 LS [1]( R1-2403835), the following questions were asked:
	With this context, SA2 would seek clarification from RAN1 and RAN2 on the following questions: 
· What data to be collected for ML model training for Direct AI/ML based positioning corresponding to cases 2b, 3b has been identified by RAN WG? 
· What data to be collected for location inference using ML models for Direct AI/ML based positioning corresponding to cases 2b, 3b has been identified by RAN WG?



Thus, in the contribution, the already concluded agreements for regarding issues are listed, but more importantly, the remaining FFS and some key information are discussed.
Data to be collected for ML model training
The first question is about the data to be collected for ML model training. RAN1 actually made quite lot of agreement and working assumption in last meeting about it, pls see following:
	Agreement
For training data generation of AI/ML based positioning Case 3a and 3b, the measurement and its related data (e.g., timestamp) are generated by TRP/gNB.
Agreement
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:
· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement
Working Assumption
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.
Working Assumption
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.
Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.



However, there are several issues are not determined yet, like following: detailed definition of channel measurement, and whether support non-PRU UE with estimated location as label generator for case 3b.

Detailed definition of channel measurement
During the discussion, some company mentioned that here the channel measurement has not specific limitation on what the measurement is, which is the exactly concern from us, from the whole SI, the most simulation work is using full size channel measurement (e.g., 256 long) and the observation to claim the important gain comparing the legacy RAT-dependent positioning method is also based on such simulation assumptions. RAN1 did simulate on the truncated channel measurement (e.g., smaller size of CIR/PDP/DP), but when the size goes down, the performance loss will be much more serious. From our simulation, which we used feature extraction to keep the channel properties and also reduce the size of the input data size, we can achieve the overhead reduction and no performance loss. 
Now come to “the collected data sample” in the above agreement, if the intention is ask a node to collect or potential signalling or store a full size channel measurement, it will be unacceptable, which consumes large overhead for collection or potential signalling, and also large storage consumption will be needed. Let Ntrp, Nue, Nt, Nantenna, Nbit denote the number of TRPs, the number of UE, the number of samples per link and the number of bits for one sample, respectively. Then one dataset is (Nt*Nantenna*Nbit) and total cost of all dataset becomes (Ntrp*Nue*Nt*Nantenna*Nbit). For example, in typical simulation assumption from SI, the Ntrp=18, Nue=20000, Nt=256, Nantenna=4 and consider Nbit=8; then the one data set already consumes around 8K bits and total cost could be more than 29 billion bits!
	In that sense, the processed the channel measurement instead of the raw channel measurement (or full size channel measurement) should be considered for collected data sample. For now, we are open consider both truncated channel measurement and feature extracted channel measurement as the channel measurement in the collected data sample, even though the truncated channel measurement did not show very promising performance before.
Observation 1. full-size (or raw) channel measurement is not suitable for collected data sample.
Proposal 1. both truncated channel measurement and feature extracted channel measurement can be considered as candidate for the channel measurement in the collected data sample.


Label generating entity for case 3b

	Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.



As discussed in last meeting, some company claims the FFS part, i.e., Non-PRU UE with estimated location, has been excluded from being the label generating entity for case 3b in the TR. However, what TR has been capture is following:
	Training data generation for AI/ML based positioning:
-	The following options of entity and mechanisms to generate ground truth label are identified:
-	UE with estimated/known location generates ground truth label and corresponding label quality indicator
-	Based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods
-	At least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
-	Network entity generates ground truth label and corresponding label quality indicator
-	Based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods 
-	At least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b),  NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
-	At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
-	At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
-	At least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
-	Note: user data privacy needs to be preserved



In the TR, the usage of non-PRU UE with estimated location is said for at least for case 1 and 2a, it does not actually exclude other case, only RAN1 did not go to that far at that time. With one example, for case 2b, which is also not in the first part for UE with estimated location, but we also agree that for case 2b in last meeting. 
	Working Assumption
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.



So only thing is whether is feasible to make “Non-PRU UE with estimated location” as label generator for case 3b, actually is quite similar to case 2b, which is also LMF side model and direct positioning. It could be the case that, a UE transmits SRS for gNB to measure and get the estimated location in a requested service, then it’s surely feasible for such UE to provide the corresponding estimated location together with corresponding UL measurement for the gNB to LMF, which LMF can know these are corresponding measurement and location estimation. Anyway the transfer is not decided by RAN1 and it has not been finalized yet. So for now, it’s feasible to support Non-PRU UE with estimated location for case 3b. 
Proposal 2. For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by non-PRU UE with estimated location.


Data to be collected for ML model inference
On the other hand, for data collection for model inference, RAN1 made some relevant agreement as following:
	Agreement
· For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(a) timing information;
(b) paired timing information and power information.

Agreement
· For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(a) timing information;
(b) paired timing information and power information.

Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 
· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time




However, the details of the timing information are also not that clear. More importantly, there is one joint reporting on (b) paired timing information and power information, which will need more discussion on the details of how to jointly report this two information. 
Details of paired timing information and power information
In the agreement, the timing information and/or the power information are at least supported. More interestingly, the type (b) provides the possibility to jointly process the power and timing information. There are a few sub-options for the pared time/power information, like following:
(b-1): separate timing and power values with jointly reporting
(b-2): joint time and power value 
The sub option (b-1) is simple in building the relation between timing and pairing, but has no reduction on the overhead of reporting. As clearly shown in the SI simulation, if we only rely on down sampling for the overhead reduction, the performance will be highly dependent on the size. If the remaining size is large, like 128/64, the performance degradation is not much but the overhead is still a lot. But if the remaining size is small, like the 16/8, the performance degradation is huge even though the overhead is reduced a lot. In sub option (b-2), it will involve the calculation of such joint value, which we don’t need to specify/fixed the calculation method in RAN1 but need to associated the calculation in model definition/identification. For example, the calculation of the joint value based on the measurement could be carried in the assistant information and the necessary entity knows how to calculate and report it. Then related to effect of sub option (b-2), it can achieve the great reduction of overhead as well as keeping the positioning accuracy, the burden is on the value calculation. But as we just explained, such burden could be alleviated by carrying methods in the assistant information to facilitate the calculation. 
Proposal 3.  For paired timing information and power information, following two types are considered:
(b-1): separate timing and power values with jointly reporting
(b-2): joint time and power value and reporting

Conclusion
This contribution discusses the questions triggered by LS from SA2 on data collection for direct AI/ML based positioning, the corresponding proposal and observations are summarized as following:
Observation 1. full-size (or raw) channel measurement is not suitable for collected data sample.
Proposal 1. both truncated channel measurement and feature extracted channel measurement can be considered as candidate for the channel measurement in the collected data sample.
Proposal 2. For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by non-PRU UE with estimated location.
Proposal 3. For paired timing information and power information, following two types are considered:
(b-1): separate timing and power values with jointly reporting
(b-2): joint time and power value and reporting

Reference 
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Agreement in RAN1#116
Agreement
For Rel-19 AI/ML based positioning, the measurements for determining model input are based on the DL PRS and UL SRS defined in TS38.211.
· Note: The use of SRS for MIMO resource is transparent to UE.

Agreement
· For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(c) timing information;
(d) paired timing information and power information.

Agreement
· For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(c) timing information;
(d) paired timing information and power information.

Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.

Agreement
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 

Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 
· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time
Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.


Agreement in RAN1#116b
Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to the existing UL RTOA reference time T0+tSRS as defined in TS 38.215. 
FFS: whether it is applicable when Case 3b is used to support multi-RTT 

Conclusion
· It is out of RAN1 scope to decide whether/how synthetic data (i.e., not direct physical data) and related entities are used in AI/ML based positioning. In RAN1 discussion, data (e.g., measurement data, label data) refer to physical data, not synthetic data.



Working Assumption
For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.

Agreement
For training data generation of AI/ML based positioning Case 3a and 3b, the measurement and its related data (e.g., timestamp) are generated by TRP/gNB.

Agreement
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:
· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement

Working Assumption
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.


Working Assumption
For training data generation of AI/ML based positioning Case 1, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 2a, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.


Working Assumption
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Agreement
For training data generation of AI/ML based positioning Case 3a, the label and its related data (e.g., time stamp) can be generated by at least:
· LMF 
Note: transfer of label and its related data is out of RAN1 scope. 
Note: whether other network entities can generate label for Case 3a is out of RAN1 scope. 

Agreement
For AI/ML positioning Case 3a, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility of the following options. To provide information on how to generate information on ground truth label for each option.
· Option A.	NG-RAN node performs monitoring metric calculation for its own model.
· Option B.	LMF performs monitoring metric calculation for the model located at the NG-RAN node.
Note: Final selection of Option A and Option B is out of RAN1 scope, but RAN1 can make recommendation about the option(s), and potential support of Option A and/or Option B is pending RAN3 confirmation.
Note: Exact method to perform the monitoring metric calculation is up to implementation

Agreement
For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. 
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side (e.g., target UE, OTT server). 
· Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded.
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