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Introduction
In RAN #102, normative work on AI/ML for NR Air Interface has been approved with some additional studies which has not been finalized during the study phase [1]. The normative work is based on the previous Rel-18 studies in FS_NR_AIML_Air [2].
For the CSI enhancement use case, the objective of the study is to address some of the outstanding issues identified during the Rel-18 Study Item, as summarized in TR 38.843 [3].
With reference to CSI prediction, the study objectives listed in the Rel-19 WID are shown below [1].
	[bookmark: _Hlk153820190]Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
….
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 



Regarding the non-AI/ML based approach, RAN1 #116 [4] agreed that for evaluation purposes, the computational complexity of the non-AI/ML based approach needs to be reported, as follows.
	Agreement
For evaluation, to report computational complexity in unit of FLOPs including additional complexity if applicable, e.g., update of filter, and their assumption on non-AI based CSI prediction when performance results are provided.



Moreover, RAN1 #116 further agreed to evaluate the impact of different CSI-RS configurations: 
	[bookmark: _Hlk163139565]Agreement
For the evaluation of the AI/ML based CSI prediction, consider following CSI-RS configuration
· Periodic: 5 ms periodicity (baseline), 20 ms periodicity (encouraged) 
· Aperiodic: Optional, CSI-RS burst with K resources and time interval m slots (based on R18 MIMO eType-II)
Note: Companies to report observation window (number/distance) and prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance) on their evaluation.



Moreover, RAN1 #116 agreed to study generalization/scalability aspects for CSI prediction.
	Agreement
· For CSI prediction evaluations, to verify the generalization/scalability performance of an AI/ML model over various configurations, to evaluate one or more of the following aspects:
· Various UE speeds (e.g., 10km/h, 30km/h, 60km/h, 120km/h)
· Various deployment scenarios
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Various frequency granularity assumptions
· Various antenna port numbers (e.g., 32 ports, 16 ports)
· To report the selected configurations for generalization verification
· To report the method to achieve generalization over various configurations and/or to achieve scalability of the AI/ML input/output, including pre-processing, post-processing, etc.
· To report generalization cases where multiple aspects (e.g., combination of above) are involved in one dataset, if adopted. 
· To report the performance and requirement (e.g., updating filter parameters, convergence of filter) for non-AI/ML-based CSI prediction to handle the various scenarios/configurations.



RAN1 #116b [8] agreed on the following baseline of the CSI report, for evaluation purposes.
	Agreement
· For the AI/ML based CSI prediction, for CSI report, adopt following as a baseline for evaluation purpose
· N4 value: 1, 4
· Others can be additionally submitted, e.g., 2, 8
· paramCombination-Doppler-r18: 6,7 or paramCombination -r16 = 5,6 (for Benchmark 1)
· Others can be additionally submitted. 
· Note: The same selected parameter combination shall be applied for benchmarks.
· CSI report periodicity: 5ms, 20ms (encouraged)
· Others can be additionally submitted, e.g., 10ms



RAN1 #116b [8] agreed on the following baselines for prediction and observation windows for periodic CSI-RS based CSI prediction.
	Agreement
· For the AI/ML based CSI prediction, adopt following assumptions as a baseline for evaluation purpose
· UE speed: 30km/h, 60km/h
· Others can be additionally submitted, e.g., 10km/h, 120km/h
· Observation window (number/distance): 5/5ms,10/5ms
· Others can be additionally submitted, e.g., 4/5ms, 15/5ms 
· Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance):  1/5ms/5ms, 4/5ms/5ms
· Others can be additionally submitted, e.g., 2/5ms/5ms, 3/5ms/5ms, 1/5ms/10ms
· For other assumptions, reuse Rel-18 baseline 




RAN1 #116b [8] agreed on the following for LCM Type-1 and Type-3.
	Agreement
For performance monitoring for functionality-based LCM, further study on details of type 1,2 and 3, e.g., potential specification impact, pros/cons aspects. 
· To clarify the boundary between type 1 and type 3
· To clarify definition of monitoring output and performance metric




This contribution discusses aspects of CSI prediction accuracy, model complexity, and LCM aspects related to model monitoring. We provide a set of evaluation results for CSI prediction for various UE speeds, for different CSI-RS periodicities (5 ms and 20 ms), as well as for the baseline agreement for the values of N4.
Considerations on AI/ML-based CSI Prediction 
Factors impacting the CSI prediction performance
In Rel-18 SI, CSI prediction performance has been measured by the intermediate KPIs (SGCS and/or NMSE) and the end-to-end KPIs (mean UPT and/or 5% UPT). CSI prediction accuracy can also be measured and reported by the UE, as an intermediate KPI, for efficient model monitoring and operation. Each predicted CSI report may be accompanied with a prediction accuracy computed based on historical predictions and measurements. Such a report can be used to enable adaptive CSI-RS allocation. For example, following the report, the UE may receive updated CSI-RS configuration based on the reported prediction accuracy. The UE could also request changes in CSI-RS configuration depending on the historical prediction accuracy. Reporting the CSI prediction accuracy can improve the resource allocation and end-to-end KPIs. 
Observation 1: The benefits of reporting the prediction accuracy for the UE-sided CSI prediction model need to be studied.
In Rel-18 SI, the results have shown that the CSI prediction performance depends on channel conditions. Some evaluations in Rel-18 SI have focused on the impact of the two window lengths, observation and prediction windows, under different channel conditions. Most results have shown that an increase in the observation window results in an increase in SGCS for the predicted CSI. Mixed results were observed for the prediction window, where some companies have shown positive gain with increasing windows while some others have shown the opposite. The results have shown that channel conditions, such as Doppler and coherence time, may impact the performance of CSI prediction if the two windows do not align well with these conditions. 
In RAN1 #116b, it has been agreed to evaluate the CSI prediction performance assuming the R18 eType II doppler codebook for different prediction window length, N4, where N4=1,4 is baseline and N4=2,8 is optional. In addition, in RAN1 #116b, it has been agreed to evaluate different prediction and observation window sizes for the cases with periodic CSI-RS and aperiodic CSI-RS based CSI prediction. In cases where Rel16 Type II codebook is to be used for reporting multiple CSI predictions, enhancements are required to support variable window lengths for CSI prediction and reporting. 
Data collection for UE-sided CSI prediction is required for both training and monitoring purposes. The collected data timeline for CSI prediction can consist of two time windows, one for historical CSI input (i.e., observation window), and the other for the prediction (i.e., prediction window). The sizes of the observation and prediction windows are important factors in the design, training, and operation of CSI prediction models. For each combination of window lengths, different prediction models may need to be trained and operated. For monitoring purposes, the CSI prediction data collection depends on the length of two windows. The window durations impact the CSI-RS configuration (i.e., CSI-RS need to be transmitted at least during the first window, potentially with higher granularity, while the CSI-RS needs to be available in the observation window for the UE to measure the actual channel). Likewise, the window durations impact the CSI reporting configuration (i.e., the sizes of the windows impact the timing and size of CSI reports). Thus, configurable CSI reporting may be needed depending on the window lengths to support data collection for training and monitoring.
The window durations can be controlled by the gNB. However, their configurations depend on UE feedback. TDCP was specified in Rel-18 and can be used by the gNB to determine appropriate window size. Additional UE feedback, for example based on AI/ML prediction performance under specific channel conditions, should be studied.
Observation 2: CSI-RS configuration enhancements based on variable observation and prediction window sizes need to be studied for data collection for training and monitoring of UE-side CSI prediction models.
Observation 3: CSI reporting enhancements based on variable observation and prediction window sizes need to be studied for data collection for training and monitoring of UE-side CSI prediction models.
Proposal 1: Study further the following aspects for CSI prediction performance improvement:
· benefits of reporting the prediction accuracy
· CSI-RS configuration enhancements based on variable observation and prediction window sizes
· CSI reporting enhancements based on variable observation and prediction window sizes.

Model monitoring for UE-side AI/ML CSI prediction
The findings of the evaluation part of the Rel-18 SI have shown that the intermediate KPIs (such as SGCS and/or NMSE) may not be the best indicators of the overall end-to-end performance. For example, for CSI prediction, a lower SGCS value may not result in a significant throughput loss; moreover, a lower SGCS value may not necessarily indicate poor performance of the model. For example, when the prediction window size is larger than the coherence time of the channel, poor performance is due to incorrect prediction configuration rather than generalized poor model performance. Inaccurate indicators of the model performance may result in increased overhead for model switching, activation/deactivation, or model parameter configuration. To avoid such overhead, it is important to study metrics for monitoring the UE-side CSI prediction model that are more indicative of the end-to-end performance.
Observation 4: 	Metrics for monitoring the UE-side CSI prediction model that are more indicative of end-to-end performance need to be studied to reduce the model switching, activation/deactivation overhead.
UE-side performance monitoring based on data distribution may help improve the model performance, where metrics related to the distribution of input data, determined by the UE, could be reported in addition to the intermediate KPI metric. For example, the UE may be configured to perform out-of-distribution detection for the input data, or to provide out-of-distribution metrics. While these metrics may not directly reflect the end-to-end system performance, when used in conjunction with intermediate KPIs and end-to-end metric, they can help improve the model monitoring performance.   
Observation 5:	The benefits of using out-of-distribution metrics for UE-side model monitoring need to be studied. 
Proposal 2:	Study further the following aspects for UE-side model monitoring:
· metrics for monitoring the UE-side CSI prediction model more indicative of the end-to-end performance
· benefits of using out-of-distribution metrics for UE-side model monitoring

In RAN1 #116b, is has been agreed to clarify the definition of performance monitoring Type 1 and Type 3 in functionality-based LCM. In Type-3, for performance metrics, the UE may report the prediction accuracy, e.g., NMSE or SGCS between predicted CSI and measured CSI; the gNB may determine whether the prediction model performs above the required performance set by gNB, where the UE may not need to know about the threshold. In that sense, Type 3 seems to be more appropriate for the cases where the gNB monitors the UE-side CSI prediction model and the UE provides assistance information. On the other hand, in Type-1, for monitoring output, the UE may report the binary outcome of the CSI prediction model performance at the UE against the performance threshold set by the gNB. Type-1 can be considered as UE-side monitoring and potentially gNB can configure a subsequent UE behaviour (e.g., fallback to legacy) when an event occurred. 
Proposal 3: Clarify Type-1 and Type-3 performance monitoring in functionality-based LCM for CSI prediction as follows.
· Type 1:
· UE performs performance monitoring based on the thresholds configured by gNB
· UE reports comparison of prediction accuracy against configured thresholds
· Type 3:
· UE provides assistance information for gNB to perform the performance monitoring of the UE-side CSI prediction model 
· UE reports intermediate KPIs (e.g., SGCS, NMSE) between predicted CSI and measured CSI

Factors impacting the complexity and overhead
RAN1 #116 agreed to evaluate generalization under different conditions, such as UE speeds, deployment scenarios, carrier frequencies, frequency granularity and antenna port numbers. If generalization cannot be achieved using straightforward techniques, e.g., mixed datasets during training or model switching during inference, enhanced techniques like pre/post-processing, adaptive quantization, etc. can be used. 
Observation 6: Poor model generalization may result in increased model switching, activation/deactivation overhead.
In some scenarios, if the performance of the active and possibly the inactive UE-side prediction models does not meet configured performance thresholds, fallback to legacy CSI reporting may be needed. Considering the CSI prediction reporting scheme is already specified in Rel-18 MIMO, and the configuration between legacy CSI reporting mode and CSI prediction mode is supported, a fallback mechanism which may be commonly used for both AI/ML based CSI prediction scheme and non-AI/ML based CSI prediction scheme can be beneficial. For example, a UE may report CSI prediction accuracy level (e.g., confidence level of CSI prediction) and gNB may determine fallback decision based on the UE feedback of the CSI prediction accuracy level.
Proposal 4: 	Study the following mechanisms for model switching, activation/deactivation overhead reduction:
· Improved model generalization techniques 
· fallback mechanism which can be applicable for both AI/ML based CSI prediction and non-AI/ML based CSI prediction.

Performance evaluation
AI/ML Model considerations 
Model architecture 
LSTM based model
The AI/ML model adopted for CSI prediction has a LSTM backbone with 3 LSTM layers and 1 fully connected layer, with a total of 707 k parameters. Additionally, there is a weighted bypass that connects the input to the output. The input to the model is a ()MIMO channel associated with a single sub-band and thus the prediction for each sub-band is performed independently. SGCS is used as the loss function for the training.
Transformers based model
The CNN-Xformer model exploits both spatial and temporal correlation of L input  () MIMO channels, where prediction for each RB is performed independently. 
The convolutional block, consisting of 8 Conv2D layers, residual connections and batch normalization, is leveraged to extract spatial features. Subsequently, a transformer encoder block is utilized to learn the temporal features of the channel, followed by a fully connected layer at the output of the model. The model has a total of 162 k parameters and is trained using a weighted combination of SGCS and NMSE as the loss function. 

Dataset for model training 
In the context of CSI prediction, let  denote the number of historical CSI to be fed to the CSI predictor (either the AI/ML model or the baselines), and let  denote the time slot index of the future CSI to be predicted. In the construction of the dataset,  channel samples are generated, where each two consecutive channel samples are 1 ms apart. The size of channel sample is , where , , , and  denote the number of receive antenna ports, the number of transmit antenna ports, the number of sub-bands, and the number of UEs, respectively. The time samples of each channel element in the 4D tensor are then grouped together to create  sequences of size  each. Afterwards, for each channel coefficient,  pair of sequences are constructed from its initial sequence of size  time samples. Specifically, for all : the two sequences are defined as follows:
· The first sequence contains the time samples of the channel element from  to , which is the sequence of features (or sequence of historical CSI) that will be fed to the CSI predictor,
· The second sequence contains the time samples of the same channel element from  to , which represents the sequence of labels (or sequence of future CSI) to be predicted by the CSI predictor.
Finally, the dataset consists of the  distinct sequences of features, where each sequence has  features, and their associated  sequences of labels, where each sequence has  labels.

CSI prediction baseline
Kalman filter architecture for CSI prediction 
The Kalman filter is an algorithm for doing inference in discrete linear dynamic systems in which the state space of the latent variables is discrete and where all latent and observed variables have a Gaussian distribution. In the context of CSI prediction, the CSI evolution over time can be modelled as a noisy dynamic system, and therefore, the Kalman filter can be used to predict the future CSI. Specifically, the Kalman Filter is a two-stage algorithm that assumes there is a smooth trend-line within the data that represents the true value of the CSI before being disturbed by noise. In the first stage, a few historical CSI values are fit to a model, which are then extrapolated to the next time value to generate a CSI prediction along with its error variance. In the second stage, the corresponding CSI measurement is read, and a new CSI trend value is computed as a weighted average of the predicted CSI and the measured CSI. The weights are based on the relative amounts of noise in the data and predictions. The filter then repeats this cycle of prediction and correction as each new CSI value is observed.
Moreover, let  denote the true (or corrected) CSI state at time , which includes the historical CSI from  to ,  denote the estimated (or observed) CSI state at time , and  denote the predicted CSI state of time . The goal of the Kalman Filter is to predict the CSI state   of time  at time , using the true CSI state  at time , and then correct this prediction using the estimated CSI state  at time .
In this case, the Kalman Filter assumes that the CSI state at time  evolves from the CSI state at time  according to

Where,  is the state transition matrix, and  is the process noise with , in which  is the covariance matrix of the process noise This equation is called the dynamic (or plant) equation or the channel. Moreover, at time , an estimation of the CSI is made, and the estimated CSI state at time  follows

Where  is the observation noise with , in which  is the covariance matrix of the observation noise. The initial state  is generally modelled as a Gaussian random variable, with known mean and covariance. The two noisy sequences and the initial state are mutually independent and the matrix  depends on the adopted channel model.
The Kalman Filter uses the previous corrected state and the current observed CSI state to predict and correct the current CSI state, hence it is a recursive estimator. Two variables need to be predicted and corrected, which are , and , which is the error covariance matrix or in simple words the measure of the estimated accuracy of the CSI state estimate. There are two stages in the Kalman Filter algorithm, namely, prediction and correction.
Prediction: 
The predicted CSI state estimate is given by  and the predicted covariance is given by . 
Correction: 
After performing the prediction, the measurement residual at time , is given by , and its covariance is given by . Hence, the filter gain is given by . Based on this, the corrected CSI state is computed as , and the corrected covariance is computed as . 
Finally, at each time slot the CSI state transition matrix  and the CSI process covariance matrix  are obtained and updated online along with the prediction and correction procedures. 

Complexity analysis 
The complexity of the Kalman Filter is dominated by the update operations in the prediction phase and the correction phase. In both phases, the number of FLOPs depends on the CSI state vector dimension, which is given by the size K of the observation window. Moreover, the CSI input matrix size is governed by the number of Tx and Rx antennas, as well as the number of RBs.
For the prediction step, the update of one entry of the predicted CSI state requires  FLOPs, while the update of the covariance matrix requires  FLOPs. Overall, the Kalman filter prediction phase requires  FLOPs.
For the correction phase, the Kalman filter gain matrix update requires  FLOPs, while the corrected CSI state requires . The corrected covariance matrix requires . Overall, the Kalman filter correction step requires .
Additionally, after the prediction and correction phases, the prediction and correction error covariance matrices need to be updated for next subsequent CSI predictions. The updates of the error covariance matrices need in total  FLOPs. Note that this complexity can be further reduced by decreasing the update frequency of the prediction and observation error covariance matrices.
For a single Tx and Rx antenna, a single RB, and  predicted CSIs, the overall complexity of Kalman Filter is given by , which is a cubic polynomial function with respect to the observation window size .
Therefore, for an entire CSI channel matrix, prediction based on Kalman Filter requires an overall number of  FLOPs, which can be approximated by a cubic polynomial time complexity .

The complexity of the CNN_Xformer model is dominated by the convolution operations. The number of FLOPs for each convolution layer are determined by the size of the kernel, the number of filters, the number of input channels to each layer and the activation map size of each layer.  For example, for a configuration with  the complexity of the convolution operations is 14.8M FLOPs.  To run a single inference operation for 1 RB with the same input configuration (), where K is the observation window, the total number of FLOPS required for CNN_Xformer based CSI prediction is 15.2M.  Thus, it can be seen that the convolution operations account for 97% of the FLOPs in the model. 

For 2 Rx antennas, 16 Tx antennas, 52 RBs, with , , the overall number of FLOPs required for CSI prediction with the two models is approximately:
· 3.5 million FLOPs for non AIML Kalman filter
· 79 million FLOPs for the AI/ML CNN_Xformer model. 

Observation 7: The transformer-based AI/ML CSI prediction model has significantly higher complexity compared to the non-AI/ML CSI prediction using Kalman filters.

[bookmark: _Ref111198283][bookmark: _Ref134784925]CSI prediction simulation configuration
In generating the channel samples, we consider the case of spatial consistency (SC) off (Doppler only); the simulation configuration specific to CSI prediction is shown below. 
· Traffic type: FTP Model 1 
· Max rank value = 2
· Intermediate KPI#1 = SGCS
· Channel model: UMa
· UE distribution: 100% outdoor UE 
· O2I car penetration loss (as per 38.901, section 7.4.3.2 and the evaluation assumption in Table 6.2.1-1 of TR 38.843 [3])
· Number of drops for training: 50
· Number of drops for testing: 10
· Number of UEs per drop: 210 for training, and 126 for testing
· Number of time samples N_samples (5 ms period): 60 for training and 200/400/600 for high RU/med RU/low RU, respectively for SLS testing.
· Observation window: 5/5 
· Prediction window: 1/5/5 
The common parameters for dataset generation and for performance evaluation are as shown in [3]; for convenience, the common parameters table is also included in the Appendix.  

CSI prediction simulation results
To evaluate the CSI prediction performance, we consider the Kalman Filter approach as the non-AI/ML prediction baseline, and present a set of system level simulation results for various UE speeds, for different CSI-RS periodicities (5 ms and 20 ms), as well as for the baseline agreement for the values of N4, for Doppler (without spatial consistency). 

System throughput results without generalization, N4=1 
Figure 1 shows the relative performance of the AI/ML model versus the non-AI/ML baseline (the Kalman filter), for the 10 km/h scenario, in terms of mean and 5% throughput, for low, medium and high resource utilization. It can be seen that the AI/ML approach exhibits a small degradation of less than 1%, compared to the KF benchmark, for the 5%-ile UE throughput. In terms of the mean throughput, the AI/ML performs similar to the KF benchmark, with the relative gain/loss in the (-0.5% to 0.3%) range. 
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[bookmark: _Ref158997256]Figure 1 Relative throughput performance of AI/ML vs. Kalman, 10 km/h, Doppler
Observation 8: At speed 10 km/h without spatial consistency, for N4=1, AIML-based CSI prediction achieves roughly the same performance as the non-AIML based CSI prediction (KF) in terms of mean UPT and exhibits less than 1% loss in terms of 5% UPT.

Figure 2 shows the relative performance of the AI/ML model versus the non-AI/ML baseline (the Kalman filter), for the 30 km/h scenario, in terms of mean and 5% throughput, for low, medium and high resource utilization. In terms of the mean throughout, the AI/ML model performs close to the KF benchmark; for the 5%-ile UE throughput, the AI/ML models show an improvement of 7.4% compared to the KF benchmark. As the resource utilization (RU) increases, the relative gain of the AI/ML compared to the KF decreases, and a loss of 2% is seen for the high RU case.  
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Description automatically generated with medium confidence]
[bookmark: _Ref158997264]Figure 2 Relative throughput performance of AI/ML vs. Kalman, 30 km/h, Doppler
Observation 9: At speed 30 km/h without spatial consistency, for N4=1, AIML-based CSI prediction achieves roughly the same performance (in the range of -0.4% to 0.4%) as the non-AIML based CSI prediction (KF) in terms of mean UPT. In terms of 5% UPT, the AI/ML model exhibits a 7.4% gain over KF for low RU, and 2% loss for high RU.
Figure 3 shows the relative performance of the AI/ML model versus the non-AI/ML baseline (the Kalman filter), for the 60 km/h scenario, in terms of mean and 5% throughput, for low, medium and high resource utilization. In this configuration, the non-AI/ML (KF) approach outperforms the AI/ML model for both mean and 5%-ile UE throughput, for all the RU considered.  
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[bookmark: _Ref163226458]Figure 3 Relative throughput performance of AI/ML vs. Kalman, 60 km/h, Doppler
Observation 10: At speed 60 km/h without spatial consistency, for N4=1, the non-AIML based CSI prediction (KF) outperforms the AIML-based CSI prediction by up to 6% for mean UPT and up to 10% for 5% UPT. The performance of the AI/ML model degrades relative to the non-AI/ML CSI prediction (KF) as the resource utilization increases. 

System throughput results without generalization, N4=4 
Figure 4 shows the relative performance of the AI/ML model versus the non-AI/ML baseline (the Kalman filter), for the 10 km/h scenario, in terms of mean and 5% throughput, for low, medium and high resource utilization, for the case of N4=4. It can be seen that the mean throughput of the AI/ML approach is about 1% to 5% better than the non-AI/ML (KF) approach, for low, medium and high resource utilization.  In terms of the cell edge performance, the AI/ML and KF have similar performance for low and medium RU, while the KF outperforms the AI/ML for high RU.  
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[bookmark: _Ref166234159]Figure 4 Relative throughput performance of AI/ML vs. Kalman, 10 km/h, Doppler, N4=4
Observation 11: At speed 10 km/h without spatial consistency, for N4=4, AIML-based CSI prediction outperforms the non-AIML based CSI prediction (KF) in terms of mean UPT, with a relative gain of 1%-5%.  For cell edge users and high RU, the AI/ML exhibits about 10% degradation compared to KF.

Figure 5 shows the relative performance of the AI/ML model versus the non-AI/ML baseline (the Kalman filter), for the 10 km/h scenario, in terms of mean and 5% throughput, for low, medium and high resource utilization, for the case of N4=4. It can be seen that the AI/ML outperforms the non-AI/ML (KF) approach for both the mean and 5%-percentile throughput.  The relative throughput gain of the AI/ML compared to KF is in the range of 1% - 5% for the mean throughput, while the largest improvement (about 28%) is for cell edge users and large RU.
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[bookmark: _Ref166234212]Figure 5 Relative throughput performance of AI/ML vs. Kalman, 30 km/h, Doppler, N4=4
Observation 12: At speed 30 km/h without spatial consistency, for N4=4, AIML-based CSI prediction outperforms the non-AIML based CSI prediction (KF) for both mean and 5th percentile UPT. The relative throughput gain is in the range of 1%-5% for mean UPT, while the largest improvement of about 28% is for cell edge users and large RU.

Figure 6 shows the relative performance of the AI/ML model versus the non-AI/ML baseline (the Kalman filter), for the 60 km/h scenario, in terms of mean and 5% throughput, for medium and high resource utilization, for the case of N4=4.  It can be seen that the AI/ML shows a relative mean throughput loss of 13% for medium RU and 20% for high RU compared to the KF approach. For the 5%th percentile UPT, the AI/ML shows a relative gain of 10% and 27% over the KF, for medium RU and high RU, respectively.
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[bookmark: _Ref166234252]Figure 6 Relative throughput performance of AI/ML vs. Kalman, 60 km/h, Doppler, N4=4

Observation 13: At speed 60 km/h without spatial consistency, for N4=4, AI/ML shows a relative mean UPT loss of 13% and 20% compared to KF, for medium RU and high RU, respectively. For the 5%th percentile UPT, the AI/ML shows a relative gain of 10% and 27% over the KF, for medium RU and high RU, respectively. 

Impact of CSI-RS periodicity
In addition to the 5 ms CSI-RS periodicity previously used in the Rel-18 evaluations, RAN1 #116 encouraged the additional evaluation of AI/ML CSI prediction performance for 20 ms CSI-RS periodicity [4].  The evaluation results presented in this section use an observation window of 4/20 ms, and the prediction window a configuration of 1/20 ms/20 ms is used.
The relative performance of the AI/ML model compared to the non-AI/ML Kalman filter for 20 ms CSI-RS periodicity and UE speed of 3 km/h is shown in Figure 7, for FTP traffic with low, medium and high resource utilization.  For this scenario, the mean throughput performance of AI/ML-based prediction exhibits a relative degradation of up to 2.7% compared to the non-AI/ML KF approach. The AI/ML model shows gain compared to the non-AI/ML KF approach only for the 5th percentile user throughput with high resource utilization.   
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[bookmark: _Ref163145323]Figure 7 Relative throughput performance of AI/ML vs. Kalman, 3 km/h, 20 ms CSI-RS
The relative performance of the AI/ML model compared to the non-AI/ML Kalman filter for CSI-RS periodicity 20 ms and UE speed of 10 km/h is shown in Figure 8.  For this configuration, the non-AI/ML KF approach outperforms the AI/ML prediction model for both the mean and the 5th percentile UPT, at all RU considered. The relative throughput loss of the AI/ML model compared to non-AI/ML KF is up to 6% for the mean throughput and up to 10% for 5th percentile user throughput.
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[bookmark: _Ref163145359]Figure 8 Relative throughput performance of AI/ML vs. Kalman, 10 km/h, 20 ms CSI-RS
The relative performance of the AI/ML model compared to the non-AI/ML Kalman filter for 20 ms CSI-RS and UE speed of 30 km/h is shown in Figure 9. The results show a relative loss in median throughput of up to 6.4% for the AI/ML model compared to the non-AI/ML KF solution. However, in terms of the 5th percentile UPT, the AI/ML model shows a relative throughput gain of up to 18.8% (for medium RU) compared the non-AI/ML KF solution.
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[bookmark: _Ref163145402]Figure 9 Relative throughput performance of AI/ML vs. Kalman, 30 km/h, 20 ms CSI-RS

Observation 14: For 20ms CSI-RS periodicity, the non-AI/ML KF based approach consistently outperforms the AI/ML based prediction in terms of mean throughput, for the UE speeds considered (3, 10 and 30 km/h, and all considered resource utilizations). The AI/ML model outperforms the non-AI/ML KF approach only for the 5th percentile throughput and UE speed of 30 km/h.   

Conclusion 
In this contribution, we discussed aspects of CSI prediction accuracy, model complexity, and LCM aspects related to model monitoring, and provided a revised set of evaluation results for CSI prediction.
We provide the following observations and proposals.
Observation 1: The benefits of reporting the prediction accuracy for the UE-sided CSI prediction model need to be studied.
Observation 2: CSI-RS configuration enhancements based on variable observation and prediction window sizes need to be studied for data collection for training and monitoring of UE-side CSI prediction models.
Observation 3: CSI reporting enhancements based on variable observation and prediction window sizes need to be studied for data collection for training and monitoring of UE-side CSI prediction models.
Observation 4: Metrics for monitoring the UE-side CSI prediction model that are more indicative of end-to-end performance need to be studied to reduce the model switching, activation/deactivation overhead.
Observation 5: The benefits of using out-of-distribution metrics for UE-side model monitoring need to be studied. 
Observation 6: Poor model generalization may result in increased model switching, activation/deactivation overhead.
Observation 7: The transformer-based AI/ML CSI prediction model has significantly higher complexity compared to the non-AI/ML CSI prediction using Kalman filters.
Observation 8: At speed 10 km/h without spatial consistency, for N4=1, AIML-based CSI prediction achieves roughly the same performance as the non-AIML based CSI prediction (KF) in terms of mean UPT and exhibits less than 1% loss in terms of 5% UPT.


Observation 9: At speed 30 km/h without spatial consistency, for N4=1, AIML-based CSI prediction achieves roughly the same performance (in the range of -0.4% to 0.4%) as the non-AIML based CSI prediction (KF) in terms of mean UPT. In terms of 5% UPT, the AI/ML model exhibits a 7.4% gain over KF for low RU, and 2% loss for high RU.
Observation 10: At speed 60 km/h without spatial consistency, for N4=1, the non-AIML based CSI prediction (KF) outperforms the AIML-based CSI prediction by up to 6% for mean UPT and up to 10% for 5% UPT. The performance of the AI/ML model degrades relative to the non-AI/ML CSI prediction (KF) as the resource utilization increases. 
Observation 11: At speed 10 km/h without spatial consistency, for N4=4, AIML-based CSI prediction outperforms the non-AIML based CSI prediction (KF) in terms of mean UPT, with a relative gain of 1%-5%.  For cell edge users and high RU, the AI/ML exhibits about 10% degradation compared to KF.
Observation 12: At speed 30 km/h without spatial consistency, for N4=4, AIML-based CSI prediction outperforms the non-AIML based CSI prediction (KF) for both mean and 5th percentile UPT. The relative throughput gain is in the range of 1%-5% for mean UPT, while the largest improvement of about 28% is for cell edge users and large RU.
Observation 13: At speed 60 km/h without spatial consistency, for N4=4, AI/ML shows a relative mean UPT loss of 13% and 20% compared to KF, for medium RU and high RU, respectively. For the 5%th percentile UPT, the AI/ML shows a relative gain of 10% and 27% over the KF, for medium RU and high RU, respectively. 
Observation 14: For 20 ms CSI-RS periodicity, the non-AI/ML KF based approach consistently outperforms the AI/ML based prediction in terms of mean throughput, for the UE speeds considered (3, 10 and 30 km/h, and all considered resource utilizations). The AI/ML model outperforms the non-AI/ML KF approach only for the 5th percentile throughput and UE speed of 30 km/h.   

Proposal 1: Study further the following aspects for CSI prediction performance improvement:
· benefits of reporting the prediction accuracy
· CSI-RS configuration enhancements based on variable observation and prediction window sizes
· CSI reporting enhancements based on variable observation and prediction window sizes.
Proposal 2:	Study further the following aspects for UE-side model monitoring:
· metrics for monitoring the UE-side CSI prediction model more indicative of the end-to-end performance
· benefits of using out-of-distribution metrics for UE-side model monitoring
Proposal 3: Clarify Type-1 and Type-3 performance monitoring in functionality-based LCM for CSI prediction as follows.
· Type 1:
· UE performs performance monitoring based on the thresholds configured by gNB
· UE reports comparison of prediction accuracy against configured thresholds
· Type 3:
· UE provides assistance information for gNB to perform the performance monitoring of the UE-side CSI prediction model 
· UE reports intermediate KPIs (e.g., SGCS, NMSE) between predicted CSI and measured CSI
Proposal 4: Study the following mechanisms for model switching, activation/deactivation overhead reduction:
· Improved model generalization techniques 
· fallback mechanism which can be applicable for both AI/ML based CSI prediction and non-AI/ML based CSI prediction.
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Appendix 
The common parameters used for the considered suite of simulations are based on the assumptions listed in [3] and is shown below for convenience. 

Table 1 Common parameters used in all Scenarios/Configurations
	Parameter
	Value

	Duplex, Waveform
	FDD, OFDM

	Multiple access
	OFDMA

	Scenario
	Uma, Umi

	Frequency Range
	FR1 only, 2GHz 

	Inter-BS distance
	200m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	16 ports ; configuration specific

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2)

	BS Tx power
	41 dBm 

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 256QAM

	Coding on PDSCH
	LDPC
Max code-block size=8448bit

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15 kHz

	Simulation bandwidth
	10MHz

	Frame structure
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	MU-MIMO with rank adaptation

	Number of users
	6 UE per BS

	Max number of MU layers
	12

	CSI feedback
	Feedback assumption at least for baseline scheme
· CSI feedback periodicity (full CSI feedback) :  5 ms,
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Traffic model
	Full buffer, Non full buffer (FTP Model 1), packet size 0.5 Mbytes

	UE distribution
	CSI prediction: 100% outdoor, including O2I car penetration loss (as per TR 38.901)

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	4ms delay, ideal

	Channel estimation         
	ideal channel estimation

	Evaluation Metric
	Throughput and CSI feedback overhead as baseline metrics.

	Baseline for performance evaluation
	Rel-16 Type II CSI
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