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Introduction
[bookmark: OLE_LINK4]In RAN#102 plenary meeting [1], a new WID on AI/ML for air-interface was approved for Release 19, where the study objectives on AI/ML for CSI compression are given below:
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 


This Rel-19 WID discusses the various aspects of the extending cases of CSI compression including performance and complexity as well as issues related with inter-vendor training collaboration, and some other remaining issues which were not concluded in Rel-18. This contribution discusses the classified CSI compression techniques from RAN#116-bis. This contribution discusses the evaluation aspects of case 1/2/5 and options provided in the previous meeting for the assumptions that require for CSI compression between the Network and UE.
In previous meeting RAN#116–bis, three options were prioritized for further discussion which includes option 3/4/5 and each of these options is further classified into sub options. This contribution discusses each sub option with respect to inter-vendor complexity. This contribution also looks into the feasibility for each sub option with respect to the assumptions are Model/ parameter or dataset used for CSI generation and reconstruction which are transferred between Network and UE.

[bookmark: _Hlk510705081]Discussion
Evaluation
In the meeting of RAN1#116, there was an agreement to classify the AI/ML based CSI compression use-case into six different sub-categories.
	Agreement 
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
	Case
	Target CSI slot(s)
	Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes


 
Note 1: For the UE, the past CSI information may include past model inputs and/or any information derived from them. For the network, the past CSI information may include past CSI feedback instances and/or any information derived from them.
Note 2: For case 3 and case 4, the UE may perform prediction as a separate step or jointly with compression. Similarly, the network may perform prediction as a separate step or jointly with reconstruction. Companies to report which option is selected, the number of future slots, and whether the prediction is AI/ML-based or not.
Note 3: “Target CSI slot(s)” refers to the slot(s) to which the CSI feedback in the report corresponds. “Present slot” refers to the slot of the most recent CSI-RS measurement used to generate the CSI report. “Future slot(s)” includes at least one slot after the present slot and may include the present slot as well. 
Note 4: Down-selection is not precluded.



In the previous meeting of RAN1#116-bis, the following agreement happened for evaluation results for temporal domain compression Case 1/2/5.
	Agreement
For the results template used to collect evaluation results for temporal domain compression Case 1/2/5, adopt Table 1 used in Rel-18 as starting point with the following additions:
· Temporal domain CSI setting
· CSI feedback periodicity
· CSI-RS periodicity 
· Description of model input/output and Case
· Compression case, e.g., Case 1/2/5
· Usage of historical CSI at UE/NW side (e.g., number / time distance, eigen-vectors / raw channels, etc)
· Methods to handle UCI loss (if applicable), e.g., CSI buffer reset, CSI retransmission, etc.
· Methods to handle rank adaptation (if applicable)ta
· UE distribution (Option 1 or Option 2) and UE speed
· CSI feedback overhead rate: X/Y/Z bits per normalized time unit
· Normalized time unit = 5ms and adopt same X/Y/Z values as in Table 1 of Rel-18
· Benchmark scheme
· Rel-16 eT2 and compression Case 0 (i.e., Rel-18 AI/ML based CSI compression)
· Whether/how spatial consistency is modelled
· Whether/how UCI loss is modelled
· The same UCI loss model shall be applied to the benchmark for fair comparison. 
· Whether/how rank adaptation is modelled
· Modelling of channel estimation error
· Whether/how phase discontinuity is modelled (if applicable)



AI/ML based Spatial-Temporal-Frequency based CSI compression:
In RAN#116, there were cases agreed for the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model. In RAN#116-bis, case 1/2/5 were prioritised for further study. In Case 1 / 2 / 5, the target CSI for CSI reconstruction part is the present slot and NW-side prediction is NOT applied. If NW-side prediction is applied, it belongs to Case 3 / 4. The following diagram represents the case 2 from the agreement:
[image: ]
Fig 1: The procedure of CSI generation and reconstruction with additional CSI past input.
We can compress CSI data in spatial-temporal-frequency (STF) domain. Using AI/ML, we can learn how channels change in temporal domain along with spatial-frequency patterns. By processing multiple CSI instances together, we can create a single feature vector that captures correlations across all these dimensions. In this scenario, we're assuming the AI/ML CSI feedback only looks at past data without prediction. The CSI feedback for N slots can be reported back in a single report or in multiple subsequent CSI reports according to requirement.
The model description for CSI generation and reconstruction is shown in below figure 2 and figure 3. Figure 2 depicts the CSI generation and figure 3 CSI reconstruction. CSI generation part includes the AI Encoder and AI Quantizer whereas CSI reconstruction part includes AI De quantizer and AI decoder. 
Encoder & Quantizer: Encoder input is a predicted CSI for the current slot ()  and from the previous time slots and generates floating point encoded data () which again is passed to AI quantizer to get a quantized bit of sequences ().
[bookmark: _Ref158302036][image: ]
Fig. 2 The model description for CSI generation
De-quantizer & Decoder: De-quantizer takes CSI feedback () in terms of quantized bit sequence and provide output   as  a floating point value which again passed to decoder along with accumulated CSI information () from the last time instance (T-1+∂)  to produce reconstructed CSI ().  
[image: ]
Fig. 3 The model description for CSI reconstruction
Proposal 1: For the EVM of temporal domain CSI compression Case 2, consider the following assumptions for the CSI generation part and CSI reconstruction part, respectively:
· CSI generation part at t=T: 
· [bookmark: _Hlk166149230]Model input: Predicted CSI for the current slot () (it is not necessarily needed to be from the current slot) ()  from the previous time slots at UE.
· Model output: CSI feedback of the current slot () can be passed to AI-based quantizer to get quantized bit of sequence ().
· CSI reconstruction part at t=T+∂ (where ∂ is an uplink latency)
· Model input: CSI feedback () of the current slot at NW will be passed to AI-based d-quantizer to get the floating-point values which will again be passed to decoder along with accumulated CSI information () from the last time instance (T-1+∂)  
· Model output: Recovery CSI of the current slot () and accumulated CSI information for the next time instance ().
 
UCI loss:
If the NW successfully receives CSI feedback, the CSI information between the encoder and decoder will be synchronized. However, if there's a problem with uplink transmission, like:
 the CSI on both ends will be mismatched for the next inference. For example, if the NW doesn't get the CSI feedback reported by the UE at time t=2, this mismatch will affect the inference at time t=3.
Though the UCI missing can be realistically modelled by the transmission/failure of PUSCH, it may be difficult to align the probability of UCI missing, since the failure of PUSCH may be impacted by various factors like link adaptation, scheduling, interference, etc., which are hard to be calibrated across companies. As a simple way, we can consider a UCI missing rate (e.g., 10%) for each individual CSI report occasion.
Other aspects of non-ideal UCI may include partial omission of CSI feedback, CSI dropping, and interruption of the CSI report (due to CSI report reconfiguration, BWP change, etc.). 
For partial omission of CSI feedback, different from UCI missing, the CSI payload is still partially addressed to the NW side for the CSI recovery. The full CSI and reserved CSI after partial omission can be considered as two different CSI payload sizes of the scalability case. if the two-sided model is taken into consideration, the partial omission during the training phase can be considered as a lower scale learning over multiple CSI payload sizes.  We should ensure CSI reconstruction should be robust to the partial omission at the inference phase.
For the case of some CSI getting dropped (e.g., due to collision during the UCI multiplexing), it can be considered similar to UCI missing scenario mentioned above, with the only difference being that gNB is aware of this dropped CSI information. 
For the interruption of the CSI report, which will only occurs infrequently and based on semi-static manner, so we believe there is no need to simulate the case.
Proposal 2: Consider a missing rate (e.g., 10%) for each individual CSI report occasion to model UCI loss in case 1 and case 5.
In the RAN1#116 meeting [2], the following inter-vendor training collaboration options were agreed.
	Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.
 
Agreement
For the study of inter-vendor collaboration issues for AI/ML-based CSI compression using a two-sided model, consider at least the following aspects when comparing different options:
· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
· Performance.
· Interoperability and RAN4 / testing related aspects.



The following agreement is further happened in RAN#116-bis for CSI generation and reconstruction
	Agreement
· For Option 3, further define the two sub-options:
· 3a: Parameters received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 3b: Parameters received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 5, further define the two sub-options:
· 5a: Model received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 5b: Model received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 4, it is clarified that:
· Dataset received at the UE or UE-side goes through offline engineering at the UE- side (e.g., UE-side OTT server), e.g., model training or offline testing.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 
Agreement
· For Option 3/4/5, focus further discussion on the following assumptions:
· Option 3a/5a
· The model(5a)/parameter(3a) exchange originates from the NW-side and ends at the UE-side.
· Model(5a)/parameters(3a) exchanged from the NW-side to UE-side is either CSI generation or reconstruction part or both.
· Option 3a-1/5a-1: Model/Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 3a-2/5a-2: Model/Parameters exchanged from the NW-side to UE-side is CSI reconstruction part.
· Option 3a-3/5a-3: Model/Parameters exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target 
· Dataset or information related to collecting dataset
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Option 3b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4.
· The parameter exchange is from NW to UE.
· Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 5b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4, assuming that the model structure is aligned based on offline inter-vendor collaboration.
· The model exchange is from NW to UE.
· Model exchanged from the NW-side to UE-side is CSI generation part.
· Option 4:
· The dataset exchange originates from the NW-side and ends at the UE-side.
· Option 4-1: Dataset exchanged from the NW-side to UE-side consists of (target CSI,  CSI feedback).
· Option 4-2: Dataset exchanged from the NW-side to UE-side consists of (CSI feedback, reconstructed target CSI).
· Option 4-3: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback, reconstructed target CSI).
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Note: For each option/sub-option of interest, companies to bring discussion on how inter-vendor collaboration complexity, interoperability, and feasibility may be addressed. Companies to strive to provide solution(s) that can address all the following aspects: inter-vendor collaboration complexity, performance, interoperability, and feasibility.
Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification.



Inter-vendor complexity:
Inter-vendor collaboration complexity and performance analysis for option 3a/5a where Model/parameter exchanged from NW to UE side for CSI generation, CSI reconstruction or both CSI generation and reconstruction are as follows.
· Inter-vendor collaboration:  Inter-vendor collaboration will require the exchange of model/parameter/dataset. Thus, a certain level of standardisation needs to be adopted for reference model, parameter and dataset format. For instance, if the reference model gets standardised but not the dataset format, the model cannot be trained by a non-standardized dataset format.  The 3a option will be preferred compared to the 5a option for inter-vender collaboration, where all the vendors will follow the standard reference model for system compatibility. 
· Performance: The performance of the data-driven model relies on the size of the dataset format and the computation capability of the system (NW and UE).  The standardised reference model’s performance will be almost the same, but execution time will vary from system (NW) to system (different UEs). 
· Interoperability for training the model: In most cases, it is better to train/test the model at NW side or offline. Only for specific scenarios (when the training dataset is available at UE) the fine-tuning of the model can be performed at UE.  This will make the model more power-efficient and interoperable. 
· Feasibility: The feasibility depends on how the Model/parameter/dataset is exchanged between NW and UE. If the Model/parameter/dataset is exchanged offline, then the link overhead complexity will be reduced compared to exchanging the Model/parameter/dataset over -the air. 

Proposal 3: Consider the following as an inter-vendor complexity and feasibility for Option 3a-1/5a-1: Model exchange is required for both CSI generation and CSI reconstruction, so for CSI generation, parameters exchanged are preferred compared to the model exchange.  

Proposal 4: Consider the following as an inter-vendor complexity and feasibility for option 3a-2/5a-2.

· Option 3a-2/5a-2: Similarly, as in Option 3a-1/5a-1, parameters exchanged are preferred for CSI reconstruction compared to the model exchange.  

Proposal 5: Consider the following as an inter-vendor complexity and feasibility for option 3a-3/5a-3.

· Option 3a-3/5a-3: The model exchange is preferred for both CSI generation and CSI reconstruction, but a standardised reference model is needed for inter-vendor compatibility. 

Proposal 6: Consider the following as an inter-vendor complexity for option 3b
· Option 3b: The method of exchanging of model/parameter over the air-interface via model transfer/delivery Case z4 will be more inter-vendor compatible with extra link overhead compared to 3a/5a. 
Proposal 7: Consider the following as an inter-vendor complexity for option 5b
· Option 5b: The method of exchanging over the air interface via model transfer/delivery Case z4, it may not be inter-vendor compatible as the standardised model format may not follow any standard reference model.  

Proposal 8: Consider the following as an inter-vendor complexity for option 4

· Option 4-1: Dataset (target CSI, CSI feedback) exchange from NW side and UE side (despite standardised data/dataset format) over the air interference requires huge link overhead. However, this is an essential task, so it needs to find an offline mechanism to exchange the data to UE and train the model which is placed at the UE. The same is applicable for options 4-2 and 4-3. 


	
Conclusion
The following observation proposals are made in this contribution:
Proposal 1: For the EVM of temporal domain CSI compression Case 2, consider the following assumptions for the CSI generation part and CSI reconstruction part, respectively:
· CSI generation part at t=T: 
· Model input: Predicted CSI for the current slot () (it is not necessarily needed to be from the current slot) ()  from the previous time slots at UE.
· Model output: CSI feedback of the current slot () can be passed to AI-based quantizer to get quantized bit of sequence ().
· CSI reconstruction part at t=T+∂ (where ∂ is an uplink latency)
· Model input: CSI feedback () of the current slot at NW will be passed to AI-based d-quantizer to get the floating-point values which will again be passed to decoder along with accumulated CSI information () from the last time instance (T-1+∂)  
· Model output: Recovery CSI of the current slot () and accumulated CSI information for the next time instance ().

Proposal 2: Consider a missing rate (e.g., 10%) for each individual CSI report occasion to model UCI loss in case 1 and case 5.
Proposal 3: Consider the following as an inter-vendor complexity and feasibility for Option 3a-1/5a-1: Model exchange is required for both CSI generation and CSI reconstruction, so for CSI generation, parameters exchanged are preferred compared to the model exchange.  

Proposal 4: Consider the following as an inter-vendor complexity and feasibility for option 3a-2/5a-2:

· Option 3a-2/5a-2: Similarly, as in Option 3a-1/5a-1, parameters exchanged are preferred for CSI reconstruction compared to the model exchange.  

Proposal 5: Consider the following as an inter-vendor complexity and feasibility for option 3a-3/5a-3:

· Option 3a-3/5a-3: The model exchange is preferred for both CSI generation and CSI reconstruction, but a standardised reference model is needed for inter-vendor compatibility. 

Proposal 6: Consider the following as an inter-vendor complexity for option 3b:
· Option 3b: The method of exchanging of model/parameter over the air-interface via model transfer/delivery Case z4 will be more inter-vendor compatible with extra link overhead compared to 3a/5a. 
Proposal 7: Consider the following as an inter-vendor complexity for option 5b:
· Option 5b: The method of exchanging over the air interface via model transfer/delivery Case z4, it may not be inter-vendor compatible as the standardised model format may not follow any standard reference model.  

Proposal 8: Consider the following as an inter-vendor complexity for option 4:
· Option 4-1: Dataset (target CSI, CSI feedback) exchange from NW side and UE side (despite standardised data/dataset format) over the air interference requires huge link overhead. However, this is an essential task, so it needs to find an offline mechanism to exchange the data to UE and train the model which is placed at the UE. The same is applicable for options 4-2 and 4-3. 
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