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Introduction

[bookmark: _Ref129681832]In meeting #116bis, most effort was spent on the study of model identification related issues. Discussion was based the following three options agreed during last meeting.
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
The focus of the discussion was on MI-Option 1, which had an agreement of support during the Athens meeting. This option was further discussed during the last meeting (Changsha) and a further agreement (the only agreement achieved on the model identification agenda) was made as below[1]. 
Agreement
From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)
· How model ID(s) is determined/assigned, e.g., 
· Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
· FFS: how to report
· Note: D is to facilitate AI/ML model inference
· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.

MI-Option 2 and 3 didn’t get any discussion time during the meeting and we think they should be discussed in this meeting.  
For MI-Option 4 (model identification through reference model), the following conclusion was achieved without objections[1].
Conclusion
· It is clarified that MI-Option 4 refers to the Option 1 of CSI compression.
· Option 1: Fully standardized reference model (structure + parameters)
On the topic of model transfer/delivery, the following two conclusions were agreed[1].
Conclusion
From RAN1 perspective, the model transfer/delivery Case z2 is deprioritized at least for UE-sided model in Rel-19 due to the following reasons:
· Risk of proprietary design disclosure
· Burden of offline cross-vendor collaboration
From RAN1 perspective, the model transfer/delivery Case z3 is deprioritized for Rel-19 due to the following reasons (compared to Case y):
· No much benefit compared to Case y
· Risk of proprietary design disclosure
· Large burden of offline cross-vendor collaboration
· Additional burden on model storage within in 3GPP network
Note that Case z5 was deprioritized during the Athens’ meeting because no companies really showed interest of implementing it. 
[bookmark: _Hlk110330641]In this contribution, we will address the following items related to model identifications and model transfer/delivery.
· MI-Option 1: Further study/clarify the details of associated ID and the entity who assigns model ID.
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE.
· MI-Option 4. Model identification via standardization of reference models (for CSI compression)
· MI-Option 5. Model identification via model monitoring.
· Model Transfer/Delivery: Case y, z1 and z4.
Discussions

Options for model identification 

MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)

This option was further discussed during the last meeting (Changsha) and the second agreement was made as below[1]. 
Agreement
From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)
· How model ID(s) is determined/assigned, e.g., 
· Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed.
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification.
· FFS: how to report
· Note: D is to facilitate AI/ML model inference
· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.

Associated ID
During the meeting, the main discussion point was the concept of associated ID introduced in the procedure description, which attempted to further clarify the option. While some companies insisted that an associated ID should be used to identify the configuration for data collection, other companies did not think it necessary. Another major discussion point was on how the model ID is assigned. 
In our view, although the concept of associated ID has been agreed, many aspects are still yet to be clarified (some are indicated in the agreement). One of the important aspects is the scope of the associated ID; it is not clearly stated whether an associated ID is only meaningful to a specific network (cell-specific), or it is meaningful across different networks. 
· If it is only meaningful locally, does it mean the model trained using the data collected is a cell-specific model (i.e., may not to generalize well)?
· If it can be used across multiple networks, where would be the boundary the associated ID can work without causing ambiguities (e.g., unique within a carrier’s network)? Also in this case, which entity gets to assign the associated ID?
In our opinion, it may be enough to limit the working scope of associated ID to a network, i.e., cell-specific ID. In this case the associated ID is assigned by the network and meaningful only locally inside the network. The complexity of managing unique ID can be avoided.
Proposal 1: For MI-Option 1, conclude that an associated ID is a NW-specific ID, and the network assigns/manages associated IDs.

Relationship between the associated ID and the model ID
Regarding the relationship between associated ID and model ID, companies have different opinions. Some companies think associated ID can also be model ID (or one type of model ID), while others think they are not; they are only used to align additional conditions. 
First thing we would like to clarify is that an associated ID is not a model ID; it is used to identify a set of configurations for data collection, which is clearly stated in Step A. If an associated ID is a model ID, then a model ID is assigned once Step A is done; the model identification procedure is completed (we don’t need the steps that follow). In addition, the associated ID may need to be globally unique, or at least work in a biggest scope, say, within a carrier’s network.
Secondly, we think it is possible that the data collected using the configuration identified by the same associated ID can result in multiple models to be developed and trained. In this case, one associated ID can be mapped to multiple model IDs. This, from another angle, explains why an associated ID is not a model ID. 
Proposal 2: For MI-Option 1, conclude that an associated ID is not a model ID. Remove Alt.3 in the agreement.
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed.
Observation 1: For MI-Option 1, one associated ID may be mapped to multiple models trained using the data collected based on the associated ID.

Step D: necessary or not?
While some companies think MI-Option 1 is one kind of approaches for model identification, other companies think it is not; it is just a method to ensure consistency since no model ID is explicitly assigned/defined (without Step D). So, is MI-Option 1 an option for model identification?
As we can see from the agreement, without Step D, this is not model identification, but a mechanism to align additional conditions. Therefore, for the purpose of this discussion (i.e., to determine the necessity of model identification), we don’t need to discuss the case without Step D; the alignment of additional conditions is a separate discussion. 
Once we determined that Step D is necessary, we need to find a way to assign model IDs. In Section 4.2.1 of the TR, it says 
For UE-side models and UE-part of two-sided models:
-	For AI/ML model identification 
-	Models are identified by model ID at the Network. UE indicates supported AI/ML models.
Therefore, it is clear that Alt.1 (NW assigns model ID) is the only valid alternative. 

Proposal 3: For MI-Option 1, conclude that RAN1 only discuss the case that model IDs are assigned in the procedure. 
· The procedure without Step D is not considered as model identification and it can be a separate discussion (e.g., for alignment of additional conditions).
Proposal 4: For MI-Option 1, conclude that model IDs are assigned only by the NW (Alt. 1).

MI-Option 2: Model identification with dataset transfer

With MI-Option 2, models are identified through dataset transfer. We believe this option is not clear and needs further clarification on multiple aspects.
Firstly, the relationship between this option and MI-Option 1 is not clear; MI-Option 1 is about data collection related configuration and/or indication while MI-Option 2 is about dataset transfer. Both are related to data collection; the first one is on what to collect, and the second one is on handling the result of data collection, the dataset. Although it has not been discussed, we think associated IDs can also be used for MI-Option 2 to identify the dataset. This is because once the configuration of data collection is determined, the corresponding dataset, as a result of data collection, is also determined. In other words, there is a good mapping between configuration of data collection and the collected dataset. The difference is that in MI-Option 1, associated ID are assigned before data collection while in MI-Option 2, they are assigned after the data is collected. Then, the question is, where is the boundary between MI-Option 1 and MI-Option 2, on the aspect of model identification? 
Secondly, if this option is to emphasize the transfer of the dataset, then we would like to note that there is not a 1-to-1 mapping between model ID and the corresponding dataset used to train the model. We mentioned this in the online meeting and people agreed with the assessment. In this case, the relationship between model ID and dataset is not clear and needs further clarification. Note, one can train multiple models for the same (or even different) function with the same set of data (in this case there is a many-to-one mapping between model IDs and the dataset). In fact, it's a common practice in the field for multiple reasons.
Lastly, the mechanism for dataset transfer has not been discussed. Like model transfer/delivery, dataset transfer/delivery may be 3GPP-transparent. 
Based on the above discussion, we can see that many aspects associated with MI-Option 2 are not clear and need further discussions/definitions. We therefore propose the following.

Proposal 5: Clarify the following for MI-Option 2 before further discussion.
· The boundary between MI-Option 1 and MI-Option 2, as both options are related to data collection/the dataset.
· The relationship between model ID and the corresponding dataset used for model training, in particular, the method of identifying a model based on the transferred dataset for model training.
Proposal 6: Study the following, if MI-Option 2 is supported.
· Method of referring to a dataset, e.g., whether we can use the associated ID in MI-Option 1. 
· Necessity of dataset transfer and the mechanism of doing it.

MI-Option 3: Model identification in model transfer from NW to UE

In this option, a model is trained at the NW side with all the conditions/additional conditions considered and incorporated into the training. The trained model is then identified, assigned a model ID, and transferred to the UE. 
We think this is an option with fewer issues, except that the detail of this approach is pending on the result of the model transfer/delivery study, of which the discussion is currently running in parallel with this discussion. The result of the study will determine whether a standardized method for model transfer/delivery is necessary. 
Note that strictly speaking, model transfer involves 3GPP signaling while model delivery does not (3GPP-transparent). If the group decides not to support standardized model transfer, then we will need to change this option to “model delivery from NW to UE”.

Proposal 7: Support MI-Option 3 with further study of its procedures and other details, if the mechanism of model transfer is determined (either 3GPP transparent or non-3GPP-transparent).

MI-Option 4. Model identification via standardization of reference models (for CSI compression)
MI-Options 4 was an observation of RAN1 meeting #116, which identifies a model through standardization of reference models. Whether it can be considered as a valid option is to be further studied.
Based on the agreement reached at RAN1 meeting #116, there are 5 options for resolving inter-vendor training collaboration issues[4].
Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.
Among these options, two of them involve the use of standardized reference model, with different levels of standardization; Option 1 standardizes both model structure and parameters, while Option 3 only standardizes model structure. 
During RAN1 meeting #126bis, the following conclusion was made[1].
· It is clarified that MI-Option 4 refers to the Option 1 of CSI compression.
· Option 1: Fully standardized reference model (structure + parameters)
Therefore, it has been clarified that, for MI-Option 4, the reference model is fully standardized (both structure and parameters).
However, the relationship between a standardized reference model and an identified model is still not clear.  In this context, the identified model is a model derived from the reference model. It is important to know that multiple derived models, although inherit the same core structure and functionality from the same reference model, do not perform identically as the reference model does. Their performance can vary depending on several factors, such as their refinement choices and data quality and size (if they are trained on different dataset).  Therefore, just like in MI-Option 2, there does not exist a 1-to-1 mapping between a reference model and potentially multiple derived models. In addition, the performance of the multiple derived models can also vary. Based on this discussion, we don’t understand the mechanism of this option, if its intention was to assign the same model ID to a group of models developed based on the same reference model (these models could perform differently).

Proposal 8: For MI-Option 4, if justified, clarify the relationship between the reference model and multiple derived models, in the case only the structure of the reference model is standardized.

MI-Option 5. Model identification via model monitoring.

MI-Options 5 was also an observation of RAN1 meeting #116, which identifies a model through model monitoring. Whether it can be considered as a real option is to be further studied.
This option, based on our understanding, assumes there are multiple to-be-identified models available on one side (most likely the UE side, so in this discussion we assume the UE side has the models to be identified). By running these models and monitoring their performance, the UE can identify a suitable model to the NW and get an ID for it.
The proponent of this option clarified the procedure as of below, which matches our understanding.
· Applicable model(s) is selected via model monitoring under a certain NW-side additional condition.
· NW assigns model ID(s) to the applicable model(s).
· The linkage between the model ID(s) and the NW-side additional conditions is setup for the model future usages.
The reason this option was proposed was because the proponent believed that, for UE-side model, considering the difficulties of obtain sufficient NW-side additional conditions, the proposed associated ID of MI-Option 1 may be insufficient for ensuring a high degree of training-inference consistency. In the example they provided, for beam management, besides beam pattern of SetA/SetB, beam downtilt angle, beam width, antenna layout, polarization, antenna distance, nonlinear RF parameters, and etc. may all have impact on the features of the radio data. As the complexity of the radio features is the root of where AI gain coming from and it is difficult to be indicated by one or several associated ID(s), performance monitoring can be an alternative approach to find out the right model (without the need of all the NW-side conditions). While the reason may be legit, in general, the trial-and-error approach based on monitoring is inefficient. Setting aside the extra UE resource and power consumption, this would require the support of performance monitoring for inactive and unidentified models, which RAN1 has not reached any agreement.
We now look at the details of each step.
For the first step, “Applicable model(s) is selected via model monitoring under a certain NW-side additional condition”, we wonder how these NW-side additional conditions are made known to the UE at the first place. In fact, if the NW-side additional conditions are known to the UE, a UE-side model can be developed based on the conditions, without the model monitoring process. It is also not clear how the UE tells the NW about the applicable model(s); note at this step neither model ID nor associated ID is available/used.
For the second and the third steps, in these steps, the UE needs to tell the NW under what NW-side additional conditions was the model developed/trained/inferenced. It is not clear how the UE tells the NW the additional conditions that it used to develop/run the model.
Overall, we believe this option needs to be further studied and justified.

Proposal 9: Proponents to justify MI-Option 5 as one of the valid options for model identification.
Proposal 10: For MI-Option 5, if justified, clarify whether MI-Option 5 (Model identification via model monitoring) requires performance monitoring of unidentified and inactive models.

Model Transfer/Delivery

In the TR, content about model delivery/transfers are captured in Section 4.3 and Section 7.2.1.4. Different cases of model transfer/delivery can be summarized in the following table.
	[bookmark: _Hlk99709641]Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top.
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format.
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format.
	3GPP Network
	NW-side

	z3
	model transfer in open format.
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE, i.e., an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support. 
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE, i.e., any other model structure not covered in z4, including any model structure that is only partially known.
	3GPP Network
	NW-side



During RAN1 meeting #116[4], Case z5 has been deprioritized due to lack of interest.
During RAN1 meeting #116bis[1], the following two conclusions were agreed, further deprioritized Case z2 and z3.
Conclusion
From RAN1 perspective, the model transfer/delivery Case z2 is deprioritized at least for UE-sided model in Rel-19 due to the following reasons:
· Risk of proprietary design disclosure
· Burden of offline cross-vendor collaboration
From RAN1 perspective, the model transfer/delivery Case z3 is deprioritized for Rel-19 due to the following reasons (compared to Case y):
· No much benefit compared to Case y
· Risk of proprietary design disclosure
· Large burden of offline cross-vendor collaboration
· Additional burden on model storage within in 3GPP network
As a result, the options left on the table are Case y, z1 and z4.
For Case z1, model is stored at 3GPP network with proprietary format. The use case could be that the UE vendor leases an OTT server from the operator within 3GPP NW. However, we wonder how this is much different or beneficial from Case y (in neither case the NW has the control of the procedure or the visibility of the data)? In addition, model transferred in proprietary format means there would be large burden of offline cross-vendor collaboration, which is not desirable.
Case z4, although less burdensome comparing to Case z1, will bring more spec impact on 3GPP air interface compared to Case z1in addition to collaboration between NW and UE for the “known model structure”.
Overall, it is our understanding that for R19, Case y should be enough to get the work going. In any cases where Case y is deemed infeasible, Case z4 can be further studied. Note that Case 4 may also be used for model identification (MI-Option 3). If Case 4 is not supported, MI-Option 3 should also be removed.
Proposal 11: Support Case y as the baseline for model transfer/delivery for R19. Case z4 can be further studied when Case y is not able to serve the purpose.

Conclusions
In this contribution, we continued to present our observations and views on topics related to model identifications and model transfer/delivery. Based on the discussions in the previous sections, our proposals are as follows.  
Proposal 1: For MI-Option 1, conclude that an associated ID is a NW-specific ID, and the network assigns/manages associated IDs.
Proposal 2: For MI-Option 1, conclude that an associated ID is not a model ID. Remove Alt.3 in the agreement.
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed.
Observation 1: For MI-Option 1, one associated ID may be mapped to multiple models trained using the data collected based on the associated ID.
Proposal 3: For MI-Option 1, conclude that RAN1 only discuss the case that model IDs are assigned in the procedure. 
· The procedure without Step D is not considered as model identification and it can be a separate discussion (e.g., for alignment of additional conditions).
Proposal 4: For MI-Option 1, conclude that model IDs are assigned only by the NW (Alt. 1).
Proposal 5: Clarify the following for MI-Option 2 before further discussion.
· The boundary between MI-Option 1 and MI-Option 2, as both options are related to data collection/the dataset.
· The relationship between model ID and the corresponding dataset used for model training, in particular, the method of identifying a model based on the transferred dataset for model training.
Proposal 6: Study the following, if MI-Option 2 is supported.
· Method of referring to a dataset, e.g., whether we can use the associated ID in MI-Option 1. 
· Necessity of dataset transfer and the mechanism of doing it.
Proposal 7: Support MI-Option 3 with further study of its procedures and other details, if the mechanism of model transfer is determined (either 3GPP transparent or non-3GPP-transparent).
Proposal 8: For MI-Option 4, if justified, clarify the relationship between the reference model and multiple derived models, in the case only the structure of the reference model is standardized.
Proposal 9: Proponents to justify MI-Option 5 as one of the valid options for model identification.
Proposal 10: For MI-Option 5, if justified, clarify whether MI-Option 5 (Model identification via model monitoring) requires performance monitoring of unidentified and inactive models.
Proposal 11: Support Case y as the baseline for model transfer/delivery for R19. Case z4 can be further studied when Case y is not able to serve the purpose.
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