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[bookmark: _Ref158036614]1	Introduction
The “Study on solutions for Ambient IoT (Internet of Things) in NR” [1][2][3] targets a further assessment at RAN WG level of Ambient IoT (A-IoT), a new 3GPP IoT technology, suitable for deployment in a 3GPP system, which relies on ultra-low complexity devices with ultra-low power consumption for the very low-end IoT applications. The study follows an initial study captured in TR 38.848 [4].
RAN1#116 was the first meeting in this study item. For this agenda item, we provided our views in [5] and [7] for RAN1#116 and RAN1#116bis, respectively. For RAN1#116bis, RAN1 discussion was captured in the feature lead summary in [7] and the post-meeting email discussion summary in [8].
This contribution presents our perspective on unresolved issues regarding the evaluation assumptions and results for Ambient IoT. 
2	Discussion
2.1	General
2.1.1	Terminologies
In line with the following agreement made in RAN1#116 within agenda item 9.4.1.2, in this contribution, we use the same terminology to refer to various A-IoT devices.
	Agreement
For the purpose of the study, RAN1 uses the following terminologies:
· Device 1: ~1 µW peak power consumption, has energy storage, initial sampling frequency offset (SFO) up to 10X ppm, neither DL nor UL amplification in the device. The device’s UL transmission is backscattered on a carrier wave provided externally.
· Device 2a: ≤ a few hundred µW peak power consumption, has energy storage, initial sampling frequency offset (SFO) up to 10X ppm, both DL and/or UL amplification in the device. The device’s UL transmission is backscattered on a carrier wave provided externally.
· Device 2b: ≤ a few hundred µW peak power consumption, has energy storage, initial sampling frequency offset (SFO) up to 10X ppm, both DL and/or UL amplification in the device. The device’s UL transmission is generated internally by the device.




Further, we also use the following terminologies, in line with the terminologies used in [7]:
	Ambient IoT device: simply as ‘D’ 
Ambient IoT reader: simply as ‘R’, 
· ‘R’ is base station for topology 1. 
· ‘R’ is intermediate node for topology 2. 
R2D (Forward link): 
· It is for R-to-D communication. For topology 1, it denotes the downlink communication, i.e., BS-to-AIoT device. For topology 2, it denotes the intermediate node to AIoT device communication.
D2R (Reverse link): 
· It is for D-to-R communication. For topology 1, it denotes the uplink communication, i.e., AIoT device -to-BS. For topology 2, it denotes the AIoT device to intermediate node communication.
CW: 	carrier wave
CW2D:	 CW node to Ambient IoT device link. 
RF-EH: 	RF energy harvesting
PRDCH: 	Physical Reader-to-Device Channel
PDRCH: 	Physical Device-to-Reader Channel
D1T1: 	Deployment scenario 1, Topology 1
D2T2: 	Deployment scenario 2, Topology 2




2.1.2	General evaluation methodology
RAN1#116 made the following agreements regarding general evaluation methodology:
	Agreement
For this study item, the coverage evaluation methodology is based on the following steps. 

For an evaluation scenario
· For each of the link i, 
· Step 1: Obtain the required SINR for the physical channels under target scenarios and service/reliability requirements if Budget-Alt2 is used for this link i.
· Step 2: Obtain the receiver sensitivity using the method Budget-Alt1 (if a predefined threshold is assumed to derive the receiver sensitivity) or Budget-Alt2 (if no predefined threshold is assumed to derive the receiver sensitivity).
· Step 3: Obtain the coverage performance for link i based on the receiver sensitivity from step 2 and link budget template.
· The coverage results for each link are provided.
· FFS: what links are evaluated besides R2D and D2R (e.g., RF-EH)
· FFS whether/how to model the interference FFS: for which device(s) a predefined threshold is assumed

Note the following alternatives for obtaining receiver sensitivity are defined, 

· Budget-Alt1: receiver sensitivity is derived by a predefined threshold and no LLS is needed for link budget calculation
· The results rely on the received sensitivity and maximum transmit power, and directly calculate the maximum distance / pathloss based on these values and other related parameters. The link-level simulation (LLS) performances, such as required SINR can be satisfied for such case and no LLS is needed for link budget calculation.

· Budget-Alt2: receiver sensitivity is derived by required SINR which is given by LLS results 
· The results rely on link-level simulation results, e.g., required SINR which corresponds to detail LLS assumptions (e.g., BW, coding, data rate). And based on the required SINR, the received sensitivity can be calculated and then the maximum distance / pathloss can be derived.
· Note: For noise power, a noise figure value needs to be provided.




RAN1#116bis made further down-selection regarding the alternative to be used for different links:
	Agreement
For R2D link in the coverage evaluation, for device 1
· Budget-Alt1 is used (note: receiver architecture is RF ED)
For D2R link in the coverage evaluation,
· Budget-Alt2 is used.




If the coverage evaluation is based on budget-Alt1, the receiver sensitivity of the A-IoT devices can be determined according to the device architecture. The AMP-IoT [9] and LP-WUR [10] can used as reference receivers, respectively for passive and active devices, for determining these values. As such, we recommend using the values provided in Table 1 for the receiver sensitivity of different A-IoT devices. As can be seen in Table 1, the receiver sensitivity varies significantly between different Rx architectures (which is possible for Devices 2a and 2b) for the same device. Therefore, RAN1 should clarify the device architecture to be assumed for coverage evaluation.
[bookmark: _Ref162896035]Table 1: Receiver sensitivity for A-IoT devices
	Receiver
	Sensitivity (dBm)

	Device 1: with RF-ED 
	-40 (-40 to -45) dBm
Depending on active or passive ED

	Device 2: RF ED, with BB amplifier, without LNA
	Close to Device 1 (-40 to -45) dBm

	Device 2: RF ED with BB amplifier and LNA
	-50 (-50 to -55) dBm

	Device 2: Zero-IF with RF LNA and BB amplifier
	-80 (-80 to -85) dBm  

	Device 2: Low-IF with RF LNA, IF ED and BB amplifier
	-90 (-90 to -95) dBm


[bookmark: _Toc163254160]
1. [bookmark: _Toc166256552]The receiver sensitivity varies significantly between different Rx architectures (which is possible for Devices 2a and 2b) for the same device.
[bookmark: _Toc166256565]RAN1 to clarify the device Rx architecture to be assumed for R2D coverage evaluation for Devices 2a and 2b. 
[bookmark: _Hlk165541026]When using Budget-Alt1, one main issue is that it is difficult to determine the trade-offs involved in coverage, such as those between data rate and coverage for different values of M when employing the OOK-M waveform in the R2D link. That is, the coverage differences for different values of M are difficult to assess based on Budget-Alt1. Therefore, we propose that, for R2D coverage evaluation, Budget-Alt2 is also used. The noise figure value to be used in the LLS for Budget-Alt2 can be down-selected from the reported values in TR 38.869 for LP-WUR. The noise figure values are reported in Table 7.1.1a-1, Table 7.1.1a-2, and Table 7.1.1a-3 in TR 38.869 [10].
1. [bookmark: _Toc166256553]When Budget-Alt1 is used, it is difficult to determine the trade-offs between 
1. [bookmark: _Toc166256554]When Budget-Alt1 is used, it is difficult to determine the trade-offs between coverage and data rate for different values of M when the OOK-M waveform is employed in the R2D link.
1. [bookmark: _Toc166256555]The noise figure values for different architectures (including RF-ED) are reported in Table 7.1.1a-1, Table 7.1.1a-2, and Table 7.1.1a-3 in TR 38.869 for LP-WUR.
[bookmark: _Toc166256566]For coverage evaluation of R2D link, Budget-Alt2 is also used for all device types to assess the coverage impacts of different values of M when employing OOK-M waveform.
[bookmark: _Toc166256567]RAN1 to clarify how to study the coverage impacts for R2D link for different values of M when employing OOK-M waveform if Budget-Alt1 is used.

	Proposals

WayForward-RF-EH-1:
RF-EH is not included in the coverage evaluation. State this fact in the TR conclusion.

[bookmark: _Hlk165540416]WayForward-RF-EH-2:
For coverage evaluation for device 1, RF-EH link is considered to be evaluated by using Buldget-Alt1.
· FFS: value(s) of the predefined threshold

WayForward-RF-EH-3:
For coverage evaluation for device 1 and device 2, RF-EH link is considered to evaluated by using Buldget-Alt1.
FFS: value(s) of the predefined threshold



Regarding the above proposal from the FLS [7][7], according to the RAN plenary outcome [11], studying how energy is harvested from signals or waveforms is not part of the focus in Rel-19. However, for Device 1, which depends on RF energy harvesting, the sensitivity threshold for harvesting energy is higher than the threshold for receiving data (receiver sensitivity). This means that the RF EH link can potentially be the bottleneck for the coverage for these devices and limiting the coverage range. So, it's important to assess the RF energy harvesting link for Device 1. To do this, we can use Budget-Alt1, with an agreed harvesting threshold. For Device 2, which can rely on other type of energy sources, perhaps there is no need of evaluating coverage of the RF EH link.
1. [bookmark: _Toc163254155][bookmark: _Toc166256556]For Device 1, which relies only on RF energy harvesting, the sensitivity threshold for harvesting energy is higher than the threshold for receiving data (receiver sensitivity). So, RF EH can potentially be the coverage limiting link.
[bookmark: _Toc166256568]Regarding the coverage assessment of the RF EH link, our preference is WayForward-RF-EH-2: For coverage evaluation for device 1, RF-EH link is evaluated using Budget-Alt1.
· [bookmark: _Toc166256569]FFS: value(s) of the predefined threshold.

2.1.2.1	Consideration of CWT2D distance in coverage assessments
For passive devices (Device 1 and Device 2a), the distance between the CWT and the device directly affects the reflected power of the device, thereby impacting the coverage of the in the D2R link. To ensure comparability of results across different companies, one approach could be to fix the distance between the CWT and the A-IoT device. Then, the received signal power at the device can be computed using the following equation:

where the parameters are respectively: the received signal power at the device, the transmitting power from the CWT, the CWT antenna gain, the path loss of the link CWT2D, the device receiver antenna gain, and Ambient IoT on-object antenna penalty. The path loss can also be computed based on the path loss model considered in 38.901. For our evaluations, we have considered InF-DH NLOS conditions for D1T1 deployments. The path loss can be obtained as: 



where  is the considered distance in meters between CWT and device and  is the carrier frequency in GHz.
Likewise, we have considered InF-DL NLOS for D2T2 deployments and calculated .
[bookmark: _Toc163254164][bookmark: _Toc166256570]To ensure comparability of D2R coverage results across different companies, RAN1 to agree on a common assumption for the distance between the CWT and the A-IoT device.
2.2	Remaining design targets
2.2.1	Remaining design targets in TR 38.848
2.2.1.1	Coverage
The following agreement was made during RAN1#116bis:
	Agreement
The maximum distance targets are set separately for device 1, device 2a, device 2b, respectively
· FFS detailed values and RAN1 can further decide the target within in the range of 10m to 50m after link budget study.
· FFS whether to set different values for different scenarios




Our results presented in the Section 2.6.2 suggest that, in general, the coverage for D2T2 is smaller than the corresponding scenarios for D1T1. However, for the D2T2 scenarios, since the intermediate UE (as the reader) can get close to the A-IoT devices, we can potentially have shorter coverage targets than the T1D1.
[bookmark: _Toc166256557]The target coverage distance for D2T2 scenarios can be smaller than the corresponding target coverage distance for D1T1 scenario.
2.2.1.2	Latency
Although the following proposal was discussed in the post-meeting email discussion, RAN1 could not reach a consensus [7].
	Proposal:

Definition of the latency is refined as follows,
· For inventory use case (for DO-DTT traffic type): 
· The time interval between the time that the inventory request is sent from BS/intermediate UE to a A-IoT device and the time that the inventory report is [successfully] received at BS/intermediate UE from the A-IoT device.
· For command use case (for DT traffic type): 
· The time interval between the time that the DL command is sent from BS/intermediate UE and the time that the command is [successfully] received at A-IoT device. 
· Note: the latency is evaluated for eacha single A-IoT device.
Note: Time for energy harvesting is not included in the definition of latency.
· 



We generally agree with the FL’s proposal above. However, we suggest refining the definition to include an ideal condition where packets are received without any collisions or errors on the first attempt. Thus, the square brackets around “successfully” in the definition can be removed. These updates are more in line with the definition of control/user plane latency in NR.
[bookmark: _Toc166256571]For the definition of the latency for a single device, we support the proposal P3.2.1-(1) in [7]. The definition can be further refined assuming an ideal condition where packets are received without any collisions or errors on the first attempt. Therefore, the square brackets around “successfully” in the definition can be removed.
A related performance metric corresponding to multiple A-IoT devices, termed as inventory completion time, was also discussed. For this metric, the following proposal can be found in [8].
	Proposal#3 (V04)

Proposal:
 -           The following performance metric is considered for evaluation purpose only,
Inventory completion time for multiple A-IoT devices [s] 
For inventory use case, the ‘Inventory completion time for multiple A-IoT devices’ is defined as the time a reader successfully read completed the inventory process for [Z]% of A-IoT devices for a given number of reachable A-IoT devices within corresponding coverage by the reader
FFS: Z = {99%(Mandatory), 90%(Optional)}
FFS assumptions for the followings: Company to report
Random access schemes
R2D and D2R data rate
Message size
Device distribution, [near, middle, far] = [TBD%, TBD%, TBD%]
[Impact of RF energy harvesting and power consumption]
device number
FFS for multiple readers This does not precluded companies to provide results for multiple readers.



We generally support the proposal mentioned above. However, for simplicity, we suggest considering the following aspects:
· Message size: Since various messages with different sizes are involved in the inventory procedure, it may be simpler to use the average message size.
· Device Type: Assume that only one device type (i.e., either Device 1, or Device 2a, or Device 2b) is involved in the inventory procedure.
· Number of Devices: We can either assume an equal number of devices for the evaluation of the Devices 1, 2a, or 2b, or consider this number of devices as a function of the expected coverage area.
Energy Harvesting and Power Consumption: We can omit consideration of the impact of energy harvesting and power consumption for simplicity.

[bookmark: _Toc166256572]Study inventory completion time for multiple A-IoT devices, i.e., the time required for a reader to successfully complete the inventory process for 99% of the A-IoT devices for a given number of reachable A-IoT devices within the coverage of the reader.
2.3	Deployment scenarios
2.3.1	Scenario definition
RAN1#116bis defined the following scenarios for the purposes of evaluation:
	Agreement
The following scenarios are defined,
· FFS: which of these scenarios will be evaluated.

	Scenario
	CW Inside/outside topology
	Diagram of the scenario
	Description of the scenario
	Device 1/2a/2b 
	CW spectrum
	D2R spectrum
	R2D spectrum

	D1T1-A1
	CW inside topology
	[image: ]
	· CW node inside topology 1
· ‘CW’ in CW2D and ‘R2’ in D2R are different
· ‘CW’ in CW2D and ‘R1’ in R2D are same
· ‘R1’ in R2D and ‘R2’ in D2R are different
	Device 1, 2a
	Case 1-1 (inside topology, DL)
Case 1-2 (inside topology, UL)
	Same as CW
	

	D1T1-A2
	
	[image: ]
	· CW node inside topology 1
· same ‘CW’ and ‘R’ node for CW2D, D2R and R2D
	
	Same as D1T1-A1
	Same as CW
	

	D1T1-B
	CW outside topology
	[image: ]
	· CW node outside topology 1
· ‘CW’ in CW2D and ‘R’ in D2R are different
· ‘CW’ in CW2D and ‘R’ in R2D are different
· ‘R’ in R2D and ‘R’ in D2R are same
	
	Case 1-4 (outside topology, UL)
	Same as CW
	

	D1T1-C
	No CW
	[image: ]
	· No CW Node.
	Device 2b
	N/A
	UL
	

	D2T2-A1

	CW inside topology
	[image: ]
	· CW node inside topology 2
· ‘CW’ in CW2D and ‘R2’ in D2R are different
· ‘CW’ in CW2D and ‘R1’ in R2D are same
· ‘R1’ in R2D and ‘R2’ in D2R are different
· BS communicates with R1 and R2
	Device 1, 2a
	Case 2-2 (inside topology, UL)
	Same as CW
	

	D2T2-A2
	
	[image: ]
	· CW node inside topology 2
· same ‘CW’ and ‘R’ node for CW2D, D2R and R2D
· BS communicates with R
	
	Same as D2T2-A1
	Same as CW
	

	D2T2-B
	CW outside topology
	[image: ]
	· CW node outside topology 2
· ‘CW’ in CW2D and ‘R’ in D2R are different
· ‘CW’ in CW2D and ‘R’ in R2D are different
· ‘R’ in R2D and ‘R’ in D2R are same
· BS communicates with R
	
	Case 2-3 (outside topology, DL)
Case 2-4 (outside topology, UL)
	Same as CW
	

	D2T2-C
	No CW
	[image: ]
	· No CW Node.
· BS communicates with R
	Device 2b
	N/A
	FFS

	

	Note: this table is for the case where D2R is in the same spectrum as CW2D.






Regarding the deployment scenarios, the following aspects need to be clarified: 
· [bookmark: _Hlk165636854]When considering interference in D1T1-A1 and D2T2-A1 scenarios, it's important to clarify whether R2 is dedicated only to receiving D2R or if it can also transmit CW signal.One solution can be to consider TDM between the readers, so that R2 is not transmitting CW and only receiving D2R while R1 is transmitting CW.
· For the D2T2-C scenario, similar to D1T1-C, UL spectrum can be assumed for D2R link.

[bookmark: _Toc166256573]Regarding interference in D1T1-A1 and D2T2-A1 scenarios, RAN1 to clarify whether R2 is dedicated only to receiving D2R or if it can also transmit CW signal at the same time.
[bookmark: _Toc166256574]For the D2T2-C scenario, like D1T1-C, UL spectrum can be considered for D2R link.
2.3.2	Topology and distribution assumptions
Regarding distribution assumptions, the following agreement has been made in RAN1#116bis.
	Agreement
The following layout is used for evaluation purpose,
· FFS: CW distribution for D1T1-B and D2T2-B
	Parameter
	Assumptions for D1T1
	Assumptions for D2T2

	Scenario
	InF-DH
	InH-office
	InF-DL

	Hall size
	120x60 m
	120 x50 m
	300x150 m

	Room height
	10 m
	3m
	10 m

	Sectorization
	None

	BS deployment / Intermediate UE dropping
	18 BSs on a square lattice with spacing D, located D/2 from the walls.
· L=120m x W=60m; D=20m
· BS height = 8 m 
[image: ]
	· L=120m x W=50m; 
· Intermediate UE height = 1.5 m 

FFS: Intermediate UE dropping
	· L=300m x W=150m; 
· Intermediate UE height = 1.5 m 

FFS: Intermediate UE dropping

	Device distribution 
	Device Height= 1.5 m
AIoT devices drop uniformly distributed over the horizontal area
	Device Height= 1.5 m
AIoT devices drop uniformly distributed over the horizontal area
FFS: which devices are involved in the evaluations
	Device Height= 1.5m
AIoT devices drop uniformly distributed over the horizontal area
FFS: which devices are involved in the evaluations

	Device mobility (horizontal plane only)
	3 kph
	3 kph
	3 kph






For D1T1-B and D2T2-B, we need to address the density and distribution of CWTs and whether they are fixed in a known position or mobile. For D1T1-B, one option is to assume that the number of CWTs is greater than or equal to the number of BSs, and they are fixed at a certain offset distance from the BSs. For D2T2-B, CWTs can either be mobile or fixed in position.
For intermediate node distribution, we can assume a uniform distribution of intermediate UEs.
2.4	Link budget calculation for coverage
2.4.2	Link budget template
RAN1#116bis made the following agreements regarding CW2D link.
	Agreement
For coverage evaluation purpose, 
· For scenarios ‘A1’ and ‘A2’,
· The Device Tx Power is calculated by assuming CW2D pathloss = D2R pathloss.
· For scenarios ‘B’,
· The Device Tx Power is calculated by CW received power which can be derived by at least CW2D distance (m) value. 
· FFS: CW2D distance (m) value(s)




For scenarios ‘B’, it is important to clarify if the CWT is moving or fixed in the known location (similar to BSs). For the moving CWT the distance of the few meters can be considered as CW2D distance. 
[bookmark: _Toc166256558]For scenarios ‘B’, it is important to clarify if the CWT is moving or fixed in the known location (similar to BSs). For the moving CWT the distance of the few meters can be considered as CW2D distance
2.4.3	Interference modeling
3.4.3.1 CW interference modeling

RAN1#116bis agreed that CW interference is included in the link budget table, but not modeled in the LLS for the D2R link.  
	Agreement
For coverage evaluation, subject to further discussion on which scenarios to evaluate, 
· In the case of CW inside topology with ’A2’ scenarios
· [bookmark: _Hlk166154967]The digital baseband processing of CW self-interference handling is not modelled in link level simulation (LLS). It is included in the link budget analysis by reporting the CW cancellation capability value.
· FFS: In the case of CW outside topology with ‘B’ scenarios or CW inside topology with ’A1’ scenarios




Relating to CW cancellation, the following approach was proposed in the FLS [7], but an agreement could not be made.
[H][P3.4.1.1-(2)-v1]
	Proposal:
· For CW inside topology, the following approach is used to derive minimum receiver sensitivity,
· Obtain required SINR from LLS as [2G],
· Obtain the remaining CW interference [2K1] after CW interference cancellation from CW node Tx power [1E1], antenna gain [1E2] and CW cancellation capability [2K]. 
· Obtain the minimum receiver sensitivity [2L] according to the following formula,
· , where dB2lin(*) is function that converts dB to linear value.
· FFS: companies to report CW cancellation capability [2K] or agreed on a value(s)




We are fine with above approach for deriving the receiver sensitivity after CW interference cancellation. The remaining CW interference after CW interference cancellation can be calculated as follows:
· Remaining CW interference [2K1] = CW node Tx power [1E1] + antenna gain [1E2] - CW cancellation capability [2K]

To obtain the CW cancellation capability [2K], the following approach can be considered:
· A2 (monostatic): CW cancellation [2K] = Spatial isolation + RF-IC suppression + BB/IF self-interference cancellation
· A1/B (bistatic): CW cancellation [2K] = CW2R pathloss + beam nulling + RF-IC suppression + BB/IF self-interference cancellation

Each of the parameters on the R.H.S of the above equations depends on wide variety of factors and can vary depending on the scenario (T1D1 or T2D2). For example, let’s consider spatial isolation capability. Spatial isolation can be achieved by potential shielding between the CWT signal and the received backscattered signal. This is relatively easier to do at the BS (D1T1) than at an intermediate UE (D2T2). Also, RF-IC suppression and BB/IF self-interference cancellation can also vary at the BS and at the intermediate UE.
Another aspect to consider is whether the CW is a single-tone or multi-tone waveform. It may be relatively easier for the reader to cancel out CW interference when it’s a single-tone waveform than compared to when it’s a multi-tone waveform due to, for e.g., resulting intermodulation products associated with multi-tone waveform.
Therefore, it is important for RAN1 to discuss and determine a model for CW cancellation capability [2K] for the different scenarios (D1T1/D2T2-A1/A2/B) and CW waveform (single-tone or multi-tone). The model can be discussed either in agenda item 9.4.1.1 or in agenda item 9.4.2.4. The specific values to be used for the different parameters in the model can be up to companies to report.
[bookmark: _Toc166256559]The reader's ability for CW cancellation can vary depending on whether the CW is a single-tone or multi-tone waveform.
[bookmark: _Toc166256575]Different values for CW cancellation capability [2K] can be considered for scenarios A2 (monostatic) and A1/B (bistatic).
[bookmark: _Toc166256576]Different values for CW cancellation capability [2K] can be considered for D1T1 and D2T2.
[bookmark: _Toc166256577]RAN1 to discuss and determine a model for CW cancellation capability [2K] for the different scenarios (D1T1/D2T2-A1/A2/B) and CW waveforms (single-tone or multi-tone). The specific values to be used for the different parameters in the model can be up to companies to report. 
2.5	Link-level simulation assumptions 
2.5.1	Link-level simulation methodology
2.5.1.1	Sampling frequency offset (SFO) and timing error modeling
We think a crystal oscillator is feasible and beneficial for all three device types (please also refer to Section 2.9 of our 9.4.1.2 contribution R1-2403841). Therefore, we propose to use the same initial clock error assumptions as for LP-WUR in TR 38.869 [10]. The corresponding table from TR 38.869 is copied below. 
Table 6.2-4: Frequency error/drifting
	Parameter
	Value

	Oscillator max frequency error [ppm], Oscillator frequency drift [ppm/s]
	option 1: (200, 0.1)
option 2: (50, 0.1)
option 3: (10, 0.05)
option 4: (5, 0.05)
Other values are not precluded for studying, reported by companies

	RTC max frequency error [ppm]
	20
RTC drift report by company



For the initial clock error and clock drift, we propose to down-select between Option 1 and Option 2 in the table above for all device types. The post-sync error would depend on the preamble design (e.g., sequence and length) and can be decided based on the preamble design discussions in agenda item 9.4.2.3.  

[bookmark: _Toc166256578]Reuse the initial clock error and clock drift assumptions as for LP-WUR in TR 38.869. Specifically, for all A-IoT device types, down-select between the following options for the initial clock error [ppm] and clock drift [ppm/s]:
· [bookmark: _Toc166256579]Option 1: (200, 0.1)
· [bookmark: _Toc166256580]Option 2: (50, 0.1)
· [bookmark: _Toc166256581]The clock error post synchronization/calibration is FFS.

2.5.1.2	SINR/SNR definition
	Proposal#5 (V05r1)
For the R2D LLS for ED,  the following is considered as start point, report followings (as start point).
· CINR/CNR in LLS, where CINR/CNR is defined as the ratio of signal power spectral density in the transmission bandwidth to the noise and/or interference (if any) power spectral density in the device ED channel bandwidth.
· signal transmission bandwidth
· ED channel bandwidth
FFS: exact definition of ED channel bandwidth for RF-ED, IF, ZIF receiver
FFS: which and how to report for R2D ZIF receiver and D2R




Regarding the A-IoT device receiver bandwidth, it can be different for different architectures. For A-IoT devices based on the RF ED architecture, we suggest considering 10 MHz bandwidth for the ED channel. For A-IoT devices utilizing ZIF, we suggest considering that the receiver bandwidth is equivalent to the transmission bandwidth plus the guard band.
[bookmark: _Hlk165992046][bookmark: _Toc166256582]For R2D LLS, for RF-ED architecture, assume a 10-MHz bandwidth for the ED channel. For ZIF and IF-ED architectures, the channel bandwidth is assumed to be equivalent to the occupied bandwidth (i.e., transmission bandwidth plus potential guard band).

2.5.2	Link-level simulation assumptions
Related to LLS assumptions, the following agreement was made in the post meeting discussion of RAN1#116bis.
	Proposal#2 (V05r1)
The following table of coverage evaluation assumptions in link level simulation is considered as start point.
-  Other values/options are not precluded and subject to future discussion.
 Table: Coverage evaluation assumptions
	Parameters
	Assumptions

	R2D/D2R common parameters

	Carrier frequency
	Refer to link budget template

	SCS
	15 kHz as baseline

	Block structure
	Preamble + payload + CRC, to be reported by companies
Blocks as agreed in 9.4.2.3, or other blocks reported by companies

	Channel model
	<Editor’s Note: Refer to Proposals in section 3.5.3 will be updated according to the agreements made for channel model>

	Delay spread
	[30, 150] ns 

	Device velocity
	3 km/h

	Number of Tx/Rx chains for Ambient IoT device
	1

	BS
	Number of antenna elements
	[2 or 4] 2 or 4

	
	Number of TXRUs
	[2 or 4] 2 or 4

	Intermediate UE
	Number of antenna elements
	[1 or 2] 1 or 2

	
	Number of TXRUs
	[1 or 2] 1 or 2

	Reference data rate
	[0.1, 1, 5] kbps

	Message size
	· D2R:  
· [FFS: 16, 96, 400 bits]
· R2D: 
· [FFS: 16, 32, 64, 400bits]

	BLER target
	1%, 10%

	Sampling frequency
	<Editor’s Note: Refer to Proposals in section 3.5.3 will be updated according to the agreements made for channel model Sampling frequency >

	Device 1/2a/2b
	Options are as follows,
-          Device 1, RF-ED
-          Device 2a, RF-ED
-          Device 2b, RF-ED/IF-ED/ZIF
 
<Editor’s Note: will be updated according to agreements from 9.4.1.2> 

	R2D specific parameters

	Transmission bandwidth
	180 kHz as baseline

	FFS: RF-ED bandwidth
	[X MHz]

	FFS: BB LPF
	[X]-order Butterworth filter with cutoff frequency at [Y] kHz

	Waveform
	OOK waveform generated by OFDM modulator

	Modulation
	OOK
Companies to report, e.g., OOK-1, OOK-4 with M chips per OFDM symbol

	Line code
	Companies to report, e.g., Manchester, PIE

	FEC
	No FEC as baseline

	ADC bit width
	1-bit for device 1
4-bit for device 2

	Detection/decoding method for Line code
	Companies to report

	D2R specific parameters

	Transmission bandwidth
(w.r.t. D2R data rate)
	15 kHz as baseline
For Device 1 and 2a, 15 kHz as baseline 
For Device 2b, [180] kHz as baseline
[FFS: 15kHz, 180kHz]

	Waveform (CW)
	Companies to report waveform, e.g., unmodulated single tone, multi-tone (multiple unmodulated single tone)

	Modulation
	Companies to report modulation, e.g., OOK, BPSK, BFSK

	Line code
	Companies to report, e.g., Manchester encoding, FM0 encoding, Miller encoding, no line coding

	FEC
	Companies to report, e.g., CC, No FEC

	ADC bit width
	Companies to report, e.g., 11-bit

	D2R receiver 
	FFS: Reader receiver, e.g., coherent receiver / non-coherent receiver

	Other assumptions

	Other assumptions
	To be reported by company

	Note: 
 -           Companies to report required SINR according to BLER target.






There are a few parameters that need to be discussed further: 
· Message sizes (for both D2R and R2D): Regarding the message size the following values suggested for further study: for D2R: 16, 96, 400 bits, and for R2D: 16, 32, 64, 400 bits. We think the message size for coverage evaluation should be much larger. For example, for inventory report in the UL, the device ID of at least 96 bits (TS22.369) + overhead can be much larger, e.g., ~400 bits. For DL command, the message size would depend on the overhead and DL user data size. It is not entirely clear what the DL user data size would be. However, we think around a few hundred bits may also be reasonable in DL, at least for coverage evaluation purposes. For coverage evaluation, what matters more is the larger message sizes. Note that whether segmentation will be supported or not for A-IoT devices is still under discussion in RAN2. In fact, we think that the outcome of the evaluation can be used as input to the discussion on whether segmentation of a message into several TBs is needed.
· ED BW: See discussion in Section 2.5.1.2. 
· D2R Transmission BW: This should be determined in agenda item 9.4.1.2. The LLS assumption can be based on outcome of those discussions. 

[bookmark: _Toc166256560]The outcome of the coverage evaluation (with a message size of 400 bits) can be used as input to the discussion on whether segmentation of a message into several TBs is needed or not. 
[bookmark: _Toc166256583]For coverage evaluation, the message size of 400 bits is mandatory for R2D and D2R.  
2.6	Others
2.6.2	Evaluation results
We performed the link budget evaluation using Budget-Alt1 for both R2D and D2R links, with the A-IoT device receiver sensitivity provided in Table 1.The following architectures and sensitivities have been considered: for Device 1 RF-ED with sensitivity of -40dBm, Device 2a: RF ED with BB amplifier and LNA with sensitivity of 50 dBm, Device 2b: Zero-IF with RF LNA and BB amplifier with sensitivity of -80dBm. Note that based on RAN1#116bis agreement, D2R coverage should be based on Budget-Alt2. We expect to provide those results in RAN1#118.
We have assumed reader sensitivity of -100 dBm for both D1T1 and D2T2 scenarios, OOK modulation, and RF ED architecture. In our evaluations, as place holders, we have considered no interference for the bistatic cases (T1D1-A1/B, T2D2-A1/B) and respectively 140 dB and 120 dB CW cancellation capability for the reader in the monostatic case T1D1-A2 and T2D2-A2, as proposed in FLS [7]. As discussed in Section 2.4.2, we this that it is important for RAN1 to first discuss and determine a model for CW cancellation capability [2K] for the different scenarios (D1T1/D2T2-A1/A2/B) and CW waveform (single-tone or multi-tone), before using the values in the link budget template. 
Also, for Devices 1 and 2a, we have set the CWT to D distance, , and calculated the received power to the device as outlined in section 2.1.2. For D1T1-A1/A2 wherein the reader is a BS we have considered  , and for the other cases we have considered 
Table 2: R2D coverage assessment results
	A-IoT Device
	Metric
	R2D

	
	
	D1T1
	D2T2

	
	
	
	
	

	D1
	MPL
	66.3
	51.1
	

	D1
	Dis.
	34.2
	8.6
	

	D 2a
	MPL
	76.3
	61.1
	

	D 2a
	Dis.
	97.8
	16.4
	

	D 2b
	MPL
	106.3
	91.1
	

	D 2b
	Dis.
	2291.1
	113.9
	



Table 3: D2R coverage assessment results
	A-IoT
Device
	Metric
	D2R

	
	
	D1T1
-A1
	D1T1
-A2
	D1T1
-B
	D2T2
-A1
	D2T2
-A2
	D2T2
-B
	D1T1
-C
	D2T2
-C

	
	
	Case
1-1
	Case
 1-2
	Case
1-1
	Case
1-2
	Case
1-4
	Case
2-2
	Case
2-2
	Case
2-3
	Case
2-4
	
	

	D 1
	MPL
	61.6
	50.7
	48.9
	46.9
	60.5
	53.4
	35.9
	63.4
	53.4
	 
	 

	D 1
	Dis.
	20.8
	6.6
	5.5
	4.4
	18.5
	6.8
	1.4
	16.9
	6.8
	 
	 

	D 2a
	MPL
	71.6
	61.6
	59.8
	57.8
	71.4
	64.3
	46.8
	74.3
	64.3
	 
	 

	D 2a
	Dis.
	59.6
	20.8
	17.3
	14.0
	58.3
	18.3
	3.8
	45.2
	18.3
	 
	 

	D 2b
	MPL
	 
	 
	 
	 
	 
	 
	 
	 
	 
	73.3
	68.1

	D 2b
	Dis.
	 
	 
	 
	 
	 
	 
	 
	 
	 
	71.3
	25.8



[bookmark: _Toc163250924][bookmark: _Toc166256561]Based on our coverage evaluation results, the coverage distance is less than 10 m for the following cases:
· [bookmark: _Toc166256562]Device1: (R2D in D2T2), (D2R in all cases except D1T1-A1 case 1-1, D1T1-B and D2T2-B case 2-3),
· [bookmark: _Toc166256563]Device 2a: (D2R in D2T2-A2, case 2-2)
[bookmark: _Toc166256564]Based on our coverage evaluation results, the D2R and R2D coverage distances of the Device 2b are better than those of the Device 1 and Device 2a in all cases. Also, the coverage distances of the Device 2a are larger than the corresponding coverage distances of the Device 1.

Our other observations from the results:
1) In general, the coverage for D1T1 scenarios are better than the corresponding D2T2 scenarios. 
2) For Devices 1 and 2a, D1T1 scenario case 1-1 has the best coverage for the D2R link.
3) For Device 2a, D2T2-A2 scenario isn't feasible for the CW2D distance of 5m because the resulting D2R coverage (4.1 m) falls short. As for Device 1, scenarios where the obtained D2R coverage distance is significantly smaller than the CW2D distance are also not feasible.(the results are summarized in Table 4)
[bookmark: _Ref166095182]Table 4: CW2D vs. D2R distance
	Scenario
	CW2D distance
	D2R coverage distance

	D1T1-A1 case 1-2
	14 m
	6.6 m

	D1T1-A2 case 1-1
	14 m
	5.5 m

	D1T1-A2 case 1-2
	14 m
	4.4 m

	D2T2-A2 case 2-2
	5 m
	1.4 m



We have obtained the maximum CW2D distances, for them these scenarios are feasible, the results are shown in Table 5. 
[bookmark: _Ref166096405]Table 5: CW2D vs. D2R distance
	Scenario
	CW2D distance
	D2R coverage distance

	D1T1-A1 case 1-2
	9.6 m
	9.6 m

	D1T1-A2 case 1-1
	8.8 m
	8.78 m

	D1T1-A2 case 1-2
	7.9 m
	7.78 m

	D2T2-A2 case 2-2
	2.6 m
	2.7 m



4	Conclusion
In the previous sections we made the following observations: 
Observation 1	The receiver sensitivity varies significantly between different Rx architectures (which is possible for Devices 2a and 2b) for the same device.
Observation 2	When Budget-Alt1 is used, it is difficult to determine the trade-offs between
Observation 3	When Budget-Alt1 is used, it is difficult to determine the trade-offs between coverage and data rate for different values of M when the OOK-M waveform is employed in the R2D link.
Observation 4	The noise figure values for different architectures (including RF-ED) are reported in Table 7.1.1a-1, Table 7.1.1a-2, and Table 7.1.1a-3 in TR 38.869 for LP-WUR.
Observation 5	For Device 1, which relies only on RF energy harvesting, the sensitivity threshold for harvesting energy is higher than the threshold for receiving data (receiver sensitivity). So, RF EH can potentially be the coverage limiting link.
Observation 6	The target coverage distance for D2T2 scenarios can be smaller than the corresponding target coverage distance for D1T1 scenario.
Observation 7	For scenarios ‘B’, it is important to clarify if the CWT is moving or fixed in the known location (similar to BSs). For the moving CWT the distance of the few meters can be considered as CW2D distance
Observation 8	The reader's ability for CW cancellation can vary depending on whether the CW is a single-tone or multi-tone waveform.
Observation 9	The outcome of the coverage evaluation (with a message size of 400 bits) can be used as input to the discussion on whether segmentation of a message into several TBs is needed or not.
Observation 10	Based on our coverage evaluation results, the coverage distance is less than 10 m for the following cases:
· Device1: (R2D in D2T2), (D2R in all cases except D1T1-A1 case 1-1, D1T1-B and D2T2-B case 2-3),
· Device 2a: (D2R in D2T2-A2, case 2-2)
Observation 11	Based on our coverage evaluation results, the D2R and R2D coverage distances of the Device 2b are better than those of the Device 1 and Device 2a in all cases. Also, the coverage distances of the Device 2a are larger than the corresponding coverage distances of the Device 1.

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN1 to clarify the device Rx architecture to be assumed for R2D coverage evaluation for Devices 2a and 2b.
Proposal 2	For coverage evaluation of R2D link, Budget-Alt2 is also used for all device types to assess the coverage impacts of different values of M when employing OOK-M waveform.
Proposal 3	RAN1 to clarify how to study the coverage impacts for R2D link for different values of M when employing OOK-M waveform if Budget-Alt1 is used.
Proposal 4	Regarding the coverage assessment of the RF EH link, our preference is WayForward-RF-EH-2: For coverage evaluation for device 1, RF-EH link is evaluated using Budget-Alt1.
· FFS: value(s) of the predefined threshold.
Proposal 5	To ensure comparability of D2R coverage results across different companies, RAN1 to agree on a common assumption for the distance between the CWT and the A-IoT device.
Proposal 6	For the definition of the latency for a single device, we support the proposal P3.2.1-(1) in [7]. The definition can be further refined assuming an ideal condition where packets are received without any collisions or errors on the first attempt. Therefore, the square brackets around “successfully” in the definition can be removed.
Proposal 7	Study inventory completion time for multiple A-IoT devices, i.e., the time required for a reader to successfully complete the inventory process for 99% of the A-IoT devices for a given number of reachable A-IoT devices within the coverage of the reader.
Proposal 8	Regarding interference in D1T1-A1 and D2T2-A1 scenarios, RAN1 to clarify whether R2 is dedicated only to receiving D2R or if it can also transmit CW signal at the same time.
Proposal 9	For the D2T2-C scenario, like D1T1-C, UL spectrum can be considered for D2R link.
Proposal 10	Different values for CW cancellation capability [2K] can be considered for scenarios A2 (monostatic) and A1/B (bistatic).
Proposal 11	Different values for CW cancellation capability [2K] can be considered for D1T1 and D2T2.
Proposal 12	RAN1 to discuss and determine a model for CW cancellation capability [2K] for the different scenarios (D1T1/D2T2-A1/A2/B) and CW waveforms (single-tone or multi-tone). The specific values to be used for the different parameters in the model can be up to companies to report.
Proposal 13	Reuse the initial clock error and clock drift assumptions as for LP-WUR in TR 38.869. Specifically, for all A-IoT device types, down-select between the following options for the initial clock error [ppm] and clock drift [ppm/s]:
· Option 1: (200, 0.1)
· Option 2: (50, 0.1)
· The clock error post synchronization/calibration is FFS.
Proposal 14	For R2D LLS, for RF-ED architecture, assume a 10-MHz bandwidth for the ED channel. For ZIF and IF-ED architectures, the channel bandwidth is assumed to be equivalent to the occupied bandwidth (i.e., transmission bandwidth plus potential guard band).
Proposal 15	For coverage evaluation, the message size of 400 bits is mandatory for R2D and D2R.
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