3GPP TSG-SA WG6 Meeting #37-e
S6-200705
E-meeting, 14th – 26th May 2020
(revision of S6-20xxxx)
Source:
Apple
Title:
How to determine the Response time for the EAS
Agenda Item:
7.4

/
EDGEAPP
Contact:
Robert Zaus / <rzaus> <at> <apple> <dot> <com> 
Abstract: At SA6#36bis-e, there was a discussion about how the Edge Application Server (EAS) can determine the maximum response time advertised to the Edge Enabler Server (EES) during registration, and how the EES can perform the matching with the response time requested by the Application Client (AC) during EAS discovery. The present paper discusses the different options and proposes a way forward.
1
Introduction

The Response time is a parameter in the information elements AC Service KPIs and EAS Service KPIs defined in TS 23.588. Similar to other KPI parameters, for example Compute, Graphical Compute, Memory and Storage, the Response time is advertised by the EAS to the EES during EAS registration. 
Later, when the Edge Enable Client (EEC) of the UE registers to the EES and performs EAS discovery, the EES attempts to find a match between the UE requirements signalled in the AC Service KPIs and the EAS capabilities signalled in the EAS Service KPIs and to determine one or several EASs that are able to serve the UE.
For many services, meeting the response time target is essential, because a response – e.g. a processed video frame – that is received too late may be discarded by the receiver. This means, if the EAS is not able to live up to what it promised during registration, then the user will not get the expected service. For a good user experience, it may actually be better to determine this already in the beginning – and inform the user accordingly –, then to let the user later suffer from frequent service interruptions. So, when the EES is looking for an EAS matching the UE requirements, the criterion Response time is as at least as important as the criteria Compute, Graphical Compute, Memory and Storage. 
The total response time consists of several parts:
· the round-trip time (RTT) via the radio interface (i.e. between UE and gNB, including any processing inside the gNB), 
· the RTT in the transport network between gNB and EAS (including any processing inside the UPF),
· and the processing time at the EAS (consisting of the time to process the compute request from the AC and the time required by the server to consume 3GPP Core Network capabilities, if any), 

The issue under discussion is how to determine the total RTT between UE and EAS, and here especially the first part, the RTT via the radio interface, which is strongly dependent on various parameters and can be highly variable in time. This creates a problem, because at the time when the EAS registers with the EES, the EAS generally does not know when and where – i.e. in which cell and from where inside the cell – a UE will request service in future.
So the first question we have to address is whether it is possible to provide a meaningful value for the radio interface part of the total RTT, and if yes, how?

2
Two different approaches
As we indicated in the introduction, also from the UE's point of view the requested Response time is really a maximum response time, i.e. for many services a response received too late is like a response received never.

So we need to keep in mind that the network is expected to give something like a guarantee for the response time.

The 2 main approaches how to determine the RTT are measurement vs. estimation. In the next section we will have a closer look at the measurement and its issues.
2.1
Measurement

2.1.1
How to measure the RTT

During the e-mail discussions of SA6#36bis-e, it was proposed that the EAS could predict the total RTT value simply by sending a few "ping" messages to any UEs in its service area and then taking "the maximum value" of the measured response times. In principle this is possible, but if we want to follow this approach, we need to take into account that the radio channel is not lossless. 
If the loss of a "ping" packet occurs during the RTT measurements, what is the maximum RTT? - We certainly do not want to set the maximum response time to "infinite". 

Furthermore, according to TS 23.501, section 5.7.3.4: 
Services using Non-GBR QoS Flows should be prepared to experience congestion-related packet drops and delays. In uncongested scenarios, 98 percent of the packets should not experience a delay exceeding the 5QI's PDB.

The PDB for Non-GBR and GBR resource types denotes a "soft upper bound" in the sense that an "expired" packet, e.g. a link layer SDU that has exceeded the PDB, does not need to be discarded and is not added to the PER. …
In other words, even in an uncongested scenario it is not considered a violation of the QoS characteristic if 2% of the packets are delivered with a delay greater than the packet delay budget (PDB). – And the standard does not define an upper limit for this delay.
So an EAS will need to follow its own implementation-specific rules regarding how long it is going to wait for a specific response, and how many lost or delayed responses are considered acceptable. (If that number is exceeded, then apparently the 5GS is not able to meet the QoS target – probably due to congestion –, and the EAS should attempt to repeat the measurement later, possibly with a different UE in the same cell.) 

In S6-200499 it was proposed that the EAS could handle these lost or delayed response packets by signalling a percentile, i.e. an (estimated) percentage of packets for which the maximum RTT holds. As this was not accepted, the situation is so that different EAS implementations will apply different rules, – but the EES will not have any information about how 'reliable' the measurements of a specific EAS are. 
After we have discussed how to perform the measurement, we will take a look at which parameters can influence the RTT and how big is that influence in practice. 

2.1.2
Dependency of the latency on various parameters
In order to simplify the discussion, let us first assume that the EAS performs measurements only for a single cell.
In the previous section we already mentioned the packet delay budget (PDB) which "defines an upper bound for the time that a packet may be delayed between the UE and the UPF that terminates the N6 interface." 

TS 23.501 also defines how to split this PDB for the radio access bearer into a packet delay budget for the 5G Access Network (5G-AN PDB) which "is determined by subtracting a static value for the Core Network Packet Delay Budget (CN PDB), which represents the delay between any UPF terminating N6 (that may possibly be selected for the PDU Session) and the 5G-AN from a given PDB."

This 5G-AN PDB, or rather twice the 5G-AN PDB defines an upper bound for the RTT we are trying to measure. 

For standardized 5QI values – each of which represents a certain combination of QoS characteristics –, the static value for the CN PDB is specified in the QoS characteristics Table 5.7.4-1 in TS 23.501. Dependent on the 5QI, the PDB can take values between 5 ms and 500 ms (for some examples see table 1 below).
Table 1: Examples for PDB, 5G-AN PDB and CN PDB for selected 5QI values

	5QI
	Resource type
	PDB
	5G-AN PDB
	CN PDB

	3
	GBR
	  50 ms
	  30 ms
	20 ms

	1
	
	100 ms
	  80 ms
	20 ms

	74, 76
	
	500 ms
	480 ms
	20 ms

	80
	non-GBR
	  10 ms
	    8 ms
	  2 ms

	7
	
	100 ms
	  80 ms
	20 ms

	6
	
	300 ms
	280 ms
	20 ms

	85, 86
	delay-critical GBR
	    5 ms
	    4 ms
	  1 ms

	84
	
	 30 ms
	  25 ms
	  5 ms


Now let us consider the simplest example: a cell with a single UE with a single QoS flow. This case is untypical in so far as we will find that the RTT measured by the EAS is not so much correlated with the PDB, but rather it depends on the PER associated with the 5QI (which affects the channel coding chosen by the gNB) and on the current quality of the radio channel (which affects e.g. the number of HARQ (re-) transmissions).
If we measure the delay between UE and gNB in one direction, we will see a distribution with a certain width and with a centre which is located well below the standardized PDB. If the quality of the radio channel gets worse (lower SNR), e.g. because the UE is moving away from the gNB towards the cell edge, then on average more HARQ (re-)transmissions will be required to transfer the data packet, so the centre of the curve will move to the right, closer to the PDB, and at the same time it will get broader, because dependent on the instantaneous radio channel quality the number of (re-)transmissions required per packet will vary. In many cases NR will be operating in TDD mode, so the UE and the gNB may have to wait for the next transmission opportunity until the direction of the channel has switched from DL to UL or vice versa. In typical sub-6GHz TDD configurations, HARQ round trip times (for ACK/NACK feedback) vary between 1 ms [DUDU] and 2.5 ms [DDDSU] for 30kHz subcarrier spacing, and between 2 ms and 5 ms for 15kHz subcarrier spacing, respectively.
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Figure 1: One-way delay for packet transmission between UE and gNB (example)
If there are other UEs in the same cell which generate traffic for a 'better' QoS, e.g. a QoS flow 2 associated with a higher priority level, shorter PDB, and possibly with resource type GBR (instead of non-GBR), this will have an even more serious effect on the distribution of the measured one-way delays of our QoS flow 1 (see figure 2). Dependent on how much of the total throughput of the cell is taken by the packets of QoS flow 2, whether this other traffic is rather bursty or smoothly distributed, and especially dependent on the scheduling algorithm used by the gNB, the curve can be shifted more or less towards the PDB and get much broader. (See figure 2, QoS flow 1, alt 1 and alt 2.)
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Figure 2: One-way delay for packet transmission between UE and gNB (example)
If there is a larger number of other UEs using the same QoS, this will also become visible in the delay, as these UEs are competing for the same channel resources. E.g. consider a "heavy duty" scenario with 10 or more users trying to perform facetime (video) calls via the same cell at the same time. In this case the UEs will not be able to perform the necessary HARQ (re-)transmissions in the minimum time that would apply if the UE were alone in the cell. For a UE located near the cell edge, such a scenario can result in an additional (one-way) delay of the order of e.g. 10 ms compared to a UE located near the cell centre. The additional delay is caused both by resource limitations and by the necessary HARQ retransmissions. 
Note 1: This is to be compared, for example, with the latency requirement of 10 – 20 ms for a 3D video streaming service with MEC support, so the variations in the latency mentioned above are indeed relevant.
In sum, the measured RTT will strongly depend on the current traffic caused by other UEs in the cell, the PDB associated with the QoS/5QI of the radio bearer, the instantaneous channel quality and the position of the UE in the cell. All this adds up in such a way that both the form of the distribution and its position along the x-axis can vary over time. Therefore, the result of an RTT measurement performed by the EAS with a specific UE at time t1 will give only limited information about the actual RTT experienced by another UE at a later time t2.

If the EAS wants to give something like a guaranteed maximum response time for a certain application, it will firstly need to focus on a specific (minimum) QoS/5QI that is to be used for the radio bearer. (Otherwise, if the EAS mixes RTT values determined for a radio bearer of better QoS with others determined for a radio bearer of inferior QoS, then the latter ones will spoil the result and the EAS will end up with an unnecessarily high maximum response time.) If the EAS then repeats these measurements for a sufficiently long time, we expect that the maximum response time determined in this way will approach the PDB of the radio bearer quite closely.
Note 2: We do not dispute the usefulness of an RTT measurement as a means to check the performance of an existing radio connection. Actually, once the UE has decided for a certain EAS, it might be a good idea to perform such a check as a matter of routine. But making a prediction about the maximum response time for a future radio connection based on a limited number of measurements is a non-trivial task, and we wonder whether the result can be better than the standardized PDB.

Note 3: At SA6#36bis-e, there was also a proposal to repeat the RTT measurements frequently and update the EES with the new values accordingly. Apart from the question whether the new value – if it is lower than the previous one – is actually a better representation of the maximum response time, in our view it looks like the EAS is then performing something like a "QoS Sustainability Analytics procedure" – which is rather the task of a Network Data Analytics Function (NWDAF) than of an EAS.
If an EAS is serving more than one cell, which we expect to be the main deployment scenario, this adds a bit of complexity, as different cells can have different traffic characteristics. E.g. if one cell covers a major through road, whereas the other one covers a quiet bystreet, the RTTs measured in the second one may be consistently lower than the RTTs in the first one. Nevertheless, during registration to the EES, the EAS can signal only a single value for the maximum response time which needs to be valid also if the UE changes to another cell within the EAS service area, so it will have to report the value determined for the first cell.
2.1.3
Dependency on the QoS
A final issue: at the time when the UE performs the registration with the EES and the EAS discovery, it may be using a PDU session which includes only the default QoS flow with a rather low QoS of type "best effort" (e.g. 5QI=6 or 8, non-GBR, PDB = 300ms). For this case, before the UE can use the MEC service, the network needs to modify the PDU session and create a new QoS flow (or modify an existing one) supporting the QoS which was the basis for the maximum response time advertised by the EAS.
According to TR 23.758, Solution#11, which was chosen as solution for Key Issue#13, either the EAS or the EES can trigger this PDU session modification. (For details see TS 23.758, section 7.11.) For obvious reasons, only one of them shall modify QoS, not both.

To this purpose we suggest that when the EAS signals the maximum response time to the EES, it shall also include the QoS/5QI which was the basis for the determination of the maximum response time and optionally it may include an indication indicating that the EES is requested to trigger the PDU session modification (via the N5 reference point towards the PCF) on behalf of the EAS. If the indication is not included, then the EAS itself will trigger the PDU session modification via the N33 reference point towards the NEF and PCF. 

If the EES is responsible for triggering the PDU session modification via N5 reference point, it will obviously need the QoS information (as described in solution#11). 

If the EAS is responsible for triggering the PDU session modification via N33 reference point, the EES can nevertheless use the QoS information when trying to find a match between the UE requirements and the EAS capabilities regarding the response time:

E.g., if 2 or more EASs have indicated a maximum response time that is satisfying the UE requirement, then these response times may be based on different QoS requirements. For example, EAS1 could have a better compute performance compared to EAS2 so that it is able to meet the response time requested by the UE with a radio access bearer with a lower QoS1 compared to the QoS2 required by EAS2.

The EES could use these QoS requirements together with 
· information about the QoS flows already assigned to the UE's PDU session and 
· information about the current degree of resource utilization of the cell serving the UE,

to select either EAS1 or EAS2 for the EAS discovery response to the UE.
For example, if the resource utilization of the cell is close to the limit, the EES could select EAS1, because the chances to get a new QoS flow with QoS1 are better than those for QoS2. 
On the other hand, if the PDU session has already a QoS flow with QoS2 assigned or if the cell still has sufficient capacity for additional QoS flows, then the EES could select EAS2 and save the compute performance of EAS1 for more demanding tasks.  
Note that generally, there is no guarantee that the creation of the new QoS flow (or modification of an existing one) will be successful, because the gNB may not have the required resources currently available. This issue exists, regardless of how the EAS determined the RTT and the maximum response time. 

2.2
Estimation
2.2.1
How to estimate the RTT

As already mentioned in section 2.1.2, the PDB defines an upper bound for the time that a packet may be delayed between the UE and the UPF that terminates the N6 interface. The PDN includes a 5G-AN PDB and a static value for the CN PDB. 

SA2 has estimated this static CN PDB as 20 ms for most 5QI values. The 20 ms are including some leeway as SA2 intended to cover also cases where the UPF terminating the N6 interface is used in a "long distance, home routed roaming situation" (i.e. cases where the UE is roaming in a VPLMN, and the UPF terminating the N6 interface is located in the HPLMN). For the mission critical services, where normally this situation does not apply, SA2 reduced the CN PDB to 10 ms (see TS 23.501, Table 5.7.4-1, Note 7), and for those industrial services where the UPF is assumed to be located very close to the 5G-AN they assumed a CN PDB of 1 - 2 ms.

In our view, such a CN PDB of 1 - 2 ms can also be assumed for most of those configurations where the EAS needs to support delay critical edge services. (If an EAS is primarily used as cache for media contents, it could also be located at a slightly longer distance, with a CN PDB of up to 5 ms.)
So the PDBs defined in TS 23.501, Table 5.7.4-1, will generally overestimate the real delay between UE and EAS, because the CN-related part was estimated too generously. 
Therefore, we suggest using the 5G-AN PDB = PDB – CN PDB as an estimation for the delay via the radio interface (including the processing at the gNB) and handling the delay between gNB and EAS separately:

Either it is possible and sufficient to use a fixed value of 1 - 2 ms ('flat-rate') for the delay between gNB and EAS, e.g. when the EASs are really located "at the edge" of the 5G-AN. For this case, we multiply the various one-way delays by 2, which gives the following upper bound for the total RTT between UE and EAS:


RTT = 2 x (PDB – CN PDB + 1 - 2 ms),

if CN PDB (5QI) > 2 ms, and

RTT = 2 x PDB,



if CN PDB (5QI) ( 2 ms.
Or, in other deployments, if a more precise upper bound is needed for the RTT between gNB and EAS, then an individual value can be determined for each EAS – similar to the 'dynamic value' that can be configured in an SMF for the CN PDB of delay-critical GBR 5QIs, as described in TS 23.501, section 5.7.3.4. 

Note: For this case, the individual RTTs between the EAS and the gNBs can also be determined by measurements, because generally, these connections will be less subject to packet loss or jitter so that the measurement should be simpler than for the radio interface.  

2.3
Discussion
In our view, estimating the RTT values as described above is simpler than performing a series of measurements which needs to be repeated periodically. The developer of an EAS application will anyway need to consider which QoS/5QI values are suitable for the specific application, and during this analysis he will probably also use a calculation like the one given above.

Furthermore, as discussed in section 2.2.2, the measurement results will be dependent on the current cell load which can vary from one moment to the next. The PDB, on the other hand, provides a stable upper bound which is known to the developers of a gNB scheduler. So, the UE can assume that the latency will be limited by the PDB, but generally it should not assume that it will get a better latency. 
Thus, in our view using the estimation is the better alternative for predicting the maximum response time that can be expected by a future service user.
3
Conclusion
In the present paper we have compared 2 methods how to determine an upper bound for the RTT between UE and EAS. The RTT is a necessary ingredient for determining the maximum response time advertised by the EAS to the EES during EAS registration. 

As discussed in section 2, in our view it is preferable to determine the RTT via estimation. But from the UE's point of view, in principle the exact method can be left to implementation, as long as it is ensured that the EAS is living up to what it has advertised to the EES. 
In order to meet the maximum response time target, it can be necessary that either the EAS or the EES modifies the QoS of the PDU session used by the UE when it performs the EAS discovery procedure.   

The EAS should therefore provide the EES not only with the maximum response time, but also with the QoS/5QI based on which this time was determined. If it is the responsibility of the EES to trigger the QoS modification, it will obviously need this information. If the EAS itself triggers the QoS modification via NEF/N33 reference point, then the EES can use the QoS to prioritize between different EASs if they have different QoS requirements.

This proposal is implemented in pCR S6-200706.
